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1 Introduction

A common feature of the rise in aggregate exports from several countries across the world

is a signi�cant expansion in the number of �rms that export. A natural explanation that

has been suggested by prior authors (e.g., Melitz 2003) is that the up-front costs of entering

foreign markets have declined.1 We test this idea for the �rst time using plant level data

from the United States Census Bureau. We �nd that the US also saw signi�cant foreign

market entry over the period, with the fraction of plants that export rising from 21% in

1987 to 39% in 2006.2 Across a number of di¤erent estimation approaches, however, we

�nd little evidence for the idea that declines in the costs of entering foreign markets played a

signi�cant role in driving these trends. We instead argue that changes in other factors that

govern export status were of a su¢ cient magnitude to explain the level of foreign market

entry that we see in the data, without the need to appeal to falling entry costs.

Our analysis begins by presenting a number of descriptive statistics that provide new

insight into the US experience. We �nd that the rise in the fraction of plants selling abroad

mentioned above was broad-based; it was experienced across a wide range of industries

as well as geographic regions. These extensive margin adjustments were matched with

strong intensive margin adjustments, with average foreign sales per exporter also increasing

substantially. Over time, changes along both of these margins had a large in�uence on

aggregate trade volumes. Finally, at the same time that more plants began to sell abroad,

the level of persistence in export market status remained quite stable over time.

We next turn to understanding how much of a role declines in the costs of entering foreign

markets played in these trends. As these costs cannot be directly observed with current

data sources, we need to use models of �rm behavior to estimate their magnitude. Thus, to

get a comprehensive perspective we consider both reduced form and structural estimation

approaches. Our reduced form analyses provide a tractable way of addressing this question

for the US manufacturing sector as a whole and allow for a wide variety of robustness checks.

This approach, however, does not allow us to directly estimate the magnitude of changes

in these costs. In our estimations, coe¢ cient parameters in the regression speci�cation are

directly related to the costs of entering foreign markets. We let these coe¢ cients di¤er

across the earlier and later parts of the sample to look at how the costs compare. Our

estimates imply similar magnitudes for these parameters across the two di¤erent periods.

These �ndings suggest small changes in the barriers to entry in foreign markets.

We then turn to a set of structural estimations that use the methodology developed by

1See also Roberts and Tybout (1997a).
2We discuss our data and how these and other �gures are calculated in Section 2.
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Das, Roberts, and Tybout (2007). This approach allows us to estimate the average level of

foreign market entry costs that plants face in a given period. The methodology is attractive

in that it provides numerical estimates of how these costs have changed and is �exible in

accounting for other factors that determine exporting behavior. Estimations require the use

of computationally intensive Bayesian Monte Carlo Markov Chain methods, however. We

are thus constrained to focusing our analysis on understanding the experiences of a small

set of industries. We estimate these costs across 1987-1997 and 1992-2003 and compare the

results for these two time periods. Three of the four industries that we consider experienced

roughly similar or rising costs across the two di¤erent panels and the fourth saw a moderate

decline. Taken together, the results from the reduced form and structural estimations are

evidence that declines in the costs of entering foreign markets have been modest at best.

The level of responsiveness of export market participation to changes in the costs of entering

foreign markets predicted by recent models of international trade suggests that these changes

are unlikely to have played a large role in the changes that we see in the data.

We conclude with an analysis of whether changes in other factors that determine export

status were of a su¢ cient magnitude to explain these trends. Speci�cally, we investigate

whether a calibrated model of plant heterogeneity and international trade akin to that of

Chaney (2008) can match the extensive margin adjustments that we see in the data. Keeping

other factors such as the costs of entering foreign markets as well as trade-related variable

costs stable, we �nd that growth in foreign income is su¢ cient to explain the rise in the

fraction of exporters. Our accounting exercise demonstrates that a reduction in the costs

of entering foreign markets is not needed to account for these trends in a standard model.

These calculations lend credibility to our estimation results and point to a signi�cant role

for foreign economic growth in explaining the rise of trade.

Our work addresses an issue that is relevant for a number of other countries in addition

to the US. Several other studies have suggested that large-scale foreign market entry was

experienced worldwide during this period. Indeed, of the studies that have used plant or

�rm level data to study the rise in exports from other nations, many have found that entry

into foreign markets played a signi�cant role in the expansion of trade. This work includes

studies on the experiences of Chile, Colombia, Mexico, and Morocco.3 Although there is

little plant-level evidence on this question outside of these countries, we also see dramatic

3These papers include Bergoeing, Micco, and Repetto (2011), Roberts, Sullivan, and Tybout (1995),
and Clerides, Lach and Tybout (1996). Roberts and Tybout (1997a) provide a survey of several of these
papers. A notable exception here is China; see Amiti and Freund (2010). In the US context, Bernard and
Jensen (2004a) have also previously documented a signi�cant increase in the fraction of manufacturing plants
that export over the period 1987-1992. Bernard, Jensen, and Schott (2009) additionally report signi�cant
extensive margin entry for US �rms in goods (agriculture, manufacturing, and mining) sectors across the
two years 1993 and 2000.

3



increases in the number of goods sold across countries in disaggregated industry-level trade

data. These results are consistent with substantial foreign market entry by �rms in di¤erent

sectors for a wide range of countries. Papers documenting these trends include Evenett

and Venables (2002), Broda and Weinstein (2006), and Harris, Kónya, and Mátyás (2011).

Particularly notable is an acceleration in the growth of varieties traded during our sample

period of 1987-2006. Taken together, these studies suggest that our estimations address a

question of �rst-order importance for understanding the recent growth of worldwide trade.

Our analysis also �lls a signi�cant gap in the international trade literature. A large

number of studies have looked at the e¤ect of changes in variable trade costs on export and

import patterns. While there has been some work on other factors such as transportation

costs, this work has primarily focused on understanding the e¤ects of changes in tari¤s. Yet

these costs are only one, albeit important, piece of the puzzle. Changes in the barriers to

entry in foreign markets also can have signi�cant e¤ects on trade patterns. One reason why

these changes have not yet been studied is that methods to estimate their magnitude have

only been developed relatively recently. Another is that the data requirements for looking

at how they have changed are quite high. This study represents an initial e¤ort to address

this issue.

In the next section, we discuss our data sources and document several new stylized facts

about US plants�exporting behavior from 1987 to 2006. Section 3 uses a model of export

behavior to motivate reduced form estimations on the evolving nature of these costs. In

Section 4 we describe the structural model that we use to estimate changes in these costs

and the results that we get from our estimations. Section 5 performs an accounting exercise

that looks at the contribution of other factors to the rise in export market participation such

as increases in foreign income. Section 6 concludes.

2 Data and Stylized Facts

We use data from a number of di¤erent sources. Our data on aggregate industry exports come

from two sources (i) the United Nations�Commodity Trade Statistics Database (Comtrade)

and (ii) data from the US Census Bureau that was concorded to the 1987 US SIC classi�cation

system using the approach described in Pierce and Schott (2008). Information on price

de�ators is obtained from the NBER manufacturing productivity database (Bartelsman and

Gray, 1996). The primary microdata for our analyses come from the Annual Survey of

Manufactures (ASM) and Census of Manufactures (CMF) from the US Census Bureau.
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Both data sets contain information on the operations of US manufacturing plants. The

CMF is conducted every year ending in 2 or 7 (e.g. 1987, 1992, etc.) and contains data

on the universe of manufacturing establishments. The ASM is a survey of plants that is

conducted in each intervening year. The sampling frames for these surveys are chosen two

years after the most recent CMF.4 These establishments are then followed over time for �ve

years until the next ASM sampling frame is implemented. Given the inability to aggregate

to the �rm level in the ASM, we treat the plant as the unit of analysis. This is consistent with

the literature that has used this data as well as a number of other trade-related studies on

other countries. Wherever possible, however, we perform robustness checks on our analysis

at the level of the �rm, �nding similar results. We begin our analyses in 1987, the �rst year

that comprehensive data on export revenues were collected.

The sample designs of these data sets impose some structure on our analysis. The ASM

includes large plants with certainty but samples smaller plants according to their contribution

to output. Due to the loss of non-certainty cases across di¤erent ASM panels, we limit our

sample for panel analyses to plants with 250 or more employees. This avoids a number

of challenges involved in following smaller plants over time and allows for comparability

with previous studies that have used a similar approach. Despite this restriction, however,

our data covers a signi�cant portion of economic activity and the great majority of export

volume.5 Arkolakis (2010) has also suggested that export market entry behavior might be

di¤erent for small �rms, making the assumptions undergirding our analyses more appropriate

for large producers.

With these data we develop a number of new stylized facts regarding the pace and

character of trade growth since 1987. Figure 1 plots the percentage of plants with 20 or

more employees that export in each year from 1987 to 2003.6 The overall upward trend

is unmistakable; 21% of plants exported in 1987 and 35% exported in 2003. Although we

focus our analysis on the 1987-2003 period, this percentage rises steadily after 2003 to 39%

in 2006. A number of di¤erent aspects of these trends are of note. First, we can get a

sense of how much of these trends were due to adjustments in exporting status by existing

establishments. Amongst plants that had 20 or more employees in both the 1987 and 2002

4Over the period 1987-1998 plants with more than 250 employees were sampled with certainty in the
ASM. In the 1999-2003 ASM this threshold was increased to 500 employees and was further raised to 1000
in the 2004-2008 ASM. As the sampling probability is inversely related to a plant�s contribution to output,
plants between 250 and 500 employees are still sampled with a high degree of certainty in 1999-2003, however.
In our estimations that span these years, we reweight the plants accordingly.

5Bernard and Jensen (2004a) use a similar sample and note that it accounts for 41% of employment, 52%
of shipments, and 70% of exports in 1987.

6Similar to several other studies, we focus on plants with 20 or more employees. In all of our analyses
we drop administrative records, which are essentially imputed data for small employers and new businesses.
Due to disclosure concerns, estimates for 1987 and 1992 are from Bernard and Jensen (2004b).
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Census of Manufactures, 29% export in 1987 and 39% export in 2002. These �gures suggest

that a large part of these trends were due to adjustments by plants that were in operation

in 1987 but only sold domestically. Secondly, taking the 21% participation rate from 1987

as a baseline, new plants that entered the sample and remained in business until 2002 were

somewhat more apt to sell abroad. Those that exited were only slightly less likely to be

exporters. The di¤erence between these two �gures consequently added to the overall trend

but was not the sole determining factor. These trends and foreign market entry by existing

plants both contributed. Finally, the rise in the fraction of plants that exported over the

period 1987-2003 was due to a 34% increase in the raw number of exporting plants and a

20% decline in the total number of plants. Since exiting plants included a large number of

exporters, these declines in the total number of plants would have lowered the number of

exporters if there had not been substantial foreign market entry.

Figures 2 and 3 look at the sectoral and geographic dimensions of the rise in export

market participation. Figure 2 plots the percentage of plants that export in each industry

in 1987 and 2003. While some industries saw larger changes than others, there has been a

signi�cant expansion in foreign market participation across nearly all sectors of the economy.

Figure 3 demonstrates that the results in Figure 1 were experienced broadly across di¤erent

regions of the US. These results hold generally across states as well. We �nd similar results

for Figures 1-3 if we instead limit the analysis to plants with 10 or more employees or

250 or more employees. In Tables 1 and 2 we document the time path of these sectoral

and geographic trends across 5-6 year intervals, mostly using the CMF. While we �nd

similar patterns to the overall trend by region, there is more heterogeneity in the timing and

magnitude of foreign market entry across industries. The fact that the expansion in the

fraction of plants that export has been pervasive across these two dimensions suggests that

these trends were not driven by idiosyncratic factors such as the rise of high-tech industries.

In a similar vein, we also looked at how the composition of the destinations of aggregate

exports changed over time. We �nd that although export volumes rose sharply over the pe-

riod, with a few exceptions trade shares have remained quite stable. For example, Germany

accounted for 5.4% of total US exports in 1987 and accounted for 5.8% in 2003. Among the

top 40 export destinations in 1987, the rank correlation between export shares in 1987 and

2003 is 88%. These countries account for 92% of total US exports in 1987. We present the

shares for the top 20 export destinations in 1987 and their corresponding shares in 2003 in

Table 4.

Although we focus on the determinants of changes in export status, it is clear that there

have also been signi�cant expansions in total exports through the intensive margin of trade.

These changes suggest that the incentives to sell abroad have increased signi�cantly over
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time. In the aggregate, manufacturing exports as a percentage of GDP rose by 35% over

the period 1987-2003. In Figure 4 we graph the average level of real foreign sales across

exporting plants by year. Estimates are for plants with 20 or more employees and exclude

the computer and semiconductor industries due to the strong decline in prices over time;

estimates including all industries show a signi�cantly stronger increase over time. In order

to look at percentage changes we normalize these �gures such that the average in 1987 is

set equal to one. We �nd that average foreign sales increased steadily by 49% over the time

period. These results are robust to limiting the sample to plants with 10 or more employees,

250 or more employees, or to single plant �rms. They also hold when looking at �rms in

di¤erent Census of Manufactures samples. Thus, even though both the number and fraction

of plants that export increased signi�cantly, the average level of foreign sales for each of these

plants has also increased. Eaton, Kortum and Kramarz (2011) suggest that decreases in the

costs of entering foreign markets should lower average foreign sales; these �gures thus suggest

that either these costs have increased or that other factors were important in determining

export trends.

To get a sense of how changes in the extensive margin have a¤ected overall trade volumes,

we use information from each year in which we have data from the Census of Manufactures.

This allows us to track the universe of small as well as large plants over time. The fact that

the intensive margin dominates trade volumes in the short-run has been documented by,

among others, di Giovanni and Levchenko (2009) and Bernard, Jensen, Redding, and Schott

(2007). Authors have only recently begun to focus on the relative importance of the extensive

margin for aggregate trade volumes over longer time horizons, however. Table 5 reports

the contribution to Census year aggregate exports by plants that exported in a given prior

Census year. When the time horizon is greater than �ve years we limit these �gures to plants

that exported in each intervening Census year. Thus, only 46% of aggregate exports in 2002

came from plants that exported in 1987, 1992, and 1997. These numbers underestimate the

importance of changes along the extensive margin since they are not restricted to plants that

exported continuously in all prior years.7 Removing any continuous exporting restriction,

we �nd that 57% of trade in 2002 is from plants that export in 1987 and 2002.

In Figure 5 we look at annual rates of entry, exit, and export status persistence. Plants

that persist are those which continue exporting or only selling to the domestic market. In

7We are unable to calculate year-to-year statistics based on continuously exporting plants due to the
breaks between ASM panels. These �gures echo related results reported in Bergoeing, Micco, and Repetto
(2011) for Chile 1990-2007, Bernard, Jensen, Redding and Schott (2007) for the aggregate US economy
(including non-manufacturing sectors) for 1993-2003, and Eaton, Eslava, Kugler and Tybout (2007) for
Colombia 1996-2005. The analysis in Table 5 is done with the plant identi�er lbdnum. The results from
using the alternative plant identi�er ppn are similar.
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each year we limit the sample to plants that existed in the previous year, such that the

percent of plants that enter, exit, and keep the same export market status adds up to 100%

in each year. Due to changes in the plants included across di¤erent ASM sampling frames,

we limit the graph to plants with 250 or more employees. We �nd similar trends, however,

within and across di¤erent ASM sampling frames for plants with 20 or more employees. In

order to make the changes in the series clear we use two di¤erent axes, with entry and exit

rates depicted using the scale on the right axis and persistence levels on the left axis.

It is our expectation that if the barriers to entry in foreign markets fell dramatically, we

should see signi�cantly less persistence in export market status over time. Indeed, if they

fell to zero, plants would be able to enter without cost. They would also be more likely to

exit since re-entry would also be free. This intuition is developed more formally in Sections

3 and 4. We instead �nd that the level of persistence stayed roughly constant over time,

with a mean of 85% and a standard deviation of less than 3%. The level of persistence

amongst exporters, which can be denoted as E [yit j yit�1 = 1] where yit is a 0/1 indicator for
export status, also remained stable over time. Thus, export market participation increased

at the same time that export status persistence remained stable. The rise in the number

of exporters documented in Figures 1-3 was driven by entry rates regularly outpacing exit

rates, rather than changes in the frequency of entry and exit. These results suggest that

dramatic declines in the costs of entering foreign markets are unlikely.

3 Reduced Form Estimations

In this section we consider reduced form evidence on how the costs of entering foreign markets

have changed over time. While our structural estimations in the next section will allow us

to study a number of di¤erent industries in depth, the reduced form will give us a sense of

how these costs have changed for the manufacturing sector as a whole. Drawing upon the

seminal work of Dixit (1989) and Baldwin and Krugman (1989), several prior studies have

used a simple binary choice model of whether or not to export to test for the existence of

barriers to entry in foreign markets.8 Here, we use this approach to get a sense of how these

costs have changed over time. The basic premise of the model is that a plant will sell abroad

if the bene�ts from exporting exceed the additional costs of doing so. The bene�ts include

the extra gross revenues that it could make as well as any option value associated with

being an exporter in the future. In addition to the extra expenses associated with increased

8See Roberts and Tybout (1997b), Bernard and Wagner (2001), and Bernard and Jensen (2004a).
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production, the costs include barriers to entry for plants that did not export previously.

Speci�cally, a plant that has not exported for more than two years must pay a sunk cost F0
to enter the foreign market and a re-entry cost FR if it last exported two years ago.9 The

model can be reduced to a simple decision rule where

yit =

8<:1 if p�it � F0 + F0 � yit�1 + (F0 � FR) � ~yit�2 � 0

0 otherwise
(1)

Here yit is plant i0s export status in year t and ~yit�2 = yit�2 (1� yit�1) is an indicator function

for whether the plant last exported two years prior to year t. The term p�it can be written

as

p�it = pit + � (Et [Vit+1 j yit = 1]� Et [Vit+1 j yit = 0])

It is determined by the extra gross pro�t that the plant could make by exporting this year pit
plus the option value associated with being an exporter next period. This option value, in

turn, is given by the di¤erence in the discounted future expected value of being an exporter

today relative to only selling domestically. In the model if there are no costs to entering

the foreign market, the condition for exporting in equation (1) collapses to pit � 0. In this
case, the plant decides whether or not to export based solely on what is most pro�table

today and ignores dynamic considerations. Thus, once controlling for factors that account

for changes in pit, if there are no costs to entering foreign markets we should see a lack of

state dependence in exporting status.

To obtain an estimating equation that will allow us to look at changes in F0 and FR we

need to parameterize p�it�F0. A number of factors likely in�uence this term, such as changes
in plant productivity and �uctuations in foreign income. We use the following functional

form

p�it � F0 � �i +X 0
it� + �t + "it

to develop the speci�cation

yit = �i +X 0
it� + �1 � yit�1 + �2 � ~yit�2 + �t + "it (2)

This equation provides the basis for our estimations. The vector Xit contains a number of

9Prior studies have found little di¤erence between the costs of entering foreign markets anew and entering
after three years of not exporting. They have also found a small di¤erence between F0 and FR above. The
model can be extended to include a cost of exiting L, which makes the coe¢ cient �1 in equation (2) a
function of F0 + L. We think these costs are likely to be small. See Heckman (1981a) and Chamberlain
(1985) for discussions of econometric issues relating to identifying true state dependence.
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covariates that predict export market participation. These include the ratio of nonproduction

to total employment, an indicator function for change of product and the logarithms of

employment, total factor productivity, and average wages. Productivity is estimated with

the approach of Levinsohn and Petrin (2003). We also include an industry-level trade-

weighted exchange rate series.10 Unobserved plant speci�c factors that in�uence p�it are

captured in the term �i. Business cycle e¤ects and other time varying factors are absorbed

into the year �xed e¤ects �t. The coe¢ cients �1 = F0 and �2 = (F0 � FR) parameterize

the importance of barriers to entry in foreign markets. Larger estimates of �1, for example,

suggest higher sunk costs F0.

Table 6 presents the results from estimating the speci�cation in (2) over the period 1989-

2003. Standard errors in parentheses are clustered at the plant level and plant-speci�c

characteristics in Xit are lagged by one period in order to avoid issues of simultaneity.

Column (1) presents our baseline results. We include terms that interact the variables

yit�1 and ~yit�2 with an indicator function for the post-1995 period Post95. The coe¢ cient

estimates on these interaction terms indicate how the costs F0 and FR compare in the second

half of the period to those in the �rst. We �nd a small decline the coe¢ cient �1 in the

second part of the panel and a somewhat larger decrease in �2. Controlling for other factors,

exporting last year raises a plant�s probability of exporting by 44% over the period 1989-

1995 and by 40% over 1996-2003. These results suggest a relatively small decline in the

cost F0 and an increase in the costs of re-entering foreign markets FR. The size of each of

these coe¢ cients, however, suggests that the changes in these costs are unlikely to have been

signi�cant enough to have played a determinative role in export trends. In column (2) we

consider the same approach as in column (1) but drop several plant-speci�c covariates. The

comparable results suggest that our baseline estimations do a good job accounting for the

plant heterogeneity and time-varying factors that drive di¤erences in p�it across plants and

time.

In our estimations in columns (1)�(2) we allow entry into the sample but drop plants that
died during the sample period. This approach allows us to abstract from plant death, which

is not explicitly a part of the model. We present the results from alternatively considering

a fully balanced panel with no entry or exit into the sample over the 1989-2003 period in

column (3) : We �nd similar estimates to those shown in columns (1) and (2). This is

reassuring not only for the validity of our reduced form approach but also for our structural

estimations, where we are constrained to use a balanced panel approach. We also considered

10Each exchange rate is a geometric export-weighted average of bilateral real exchange rates where the
weights are constructed using 3 digit SIC export data. We follow the aggregation method used by the US
Federal Reserve, as detailed in Loretan (2005). We use the same industry-level exchange rate series for both
our reduced form estimations and structural analysis.
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a sample that contained no restrictions in terms of entry and exit into the sample. We �nd

similar results with this sample de�nition as well.

In column (4) we estimate our baseline speci�cation on a sample limited to plants in the

industries that we consider for our structural analyses. These industries are the Preserved

Fruits and Vegetables (SIC 203), Metal Forgings and Stampings (SIC 346), Aircraft and Parts

(SIC 372), and Measuring and Controlling Devices (SIC 382) industries. We discuss how

these sectors were chosen in Section 4. Due to concerns about disclosure, we pool the plants

from di¤erent industries and consider a panel in which both entry and exit are allowed. We

�nd similar results to the overall trend for these industries. Both the magnitudes and changes

in the coe¢ cients �1 and �2 are similar to those found in columns (1)� (3). These results
suggest that the industries that we consider for our structural analyses are representative of

aggregate trends.

In addition to the results presented in Table 6, we come to similar conclusions when

considering alternative approaches to our baseline speci�cation. These include using di¤erent

de�nitions of the post-period indicator function Post, only considering plants with 350 or

more employees, dropping the computer and semiconductor industries, using current values

of plant-speci�c characteristics in the vector Xit, adding the variable "Last exported three

years ago" and its interaction with Post95, and limiting the analysis to single-plant �rms.11

This last robustness check is especially reassuring as it alleviates concerns related to multi-

plant �rms. Standard errors are similar when clustering by �rm or by industry at the 3

digit SIC level. The estimations using a balanced panel were also robust to these alternative

estimation approaches.

4 Structural Estimation

4.1 Model

In this section, we turn to a structural approach to address how the costs of entering for-

eign markets have evolved. The extra structure a¤orded by the model allows us to provide

numerical estimates of the costs of entering foreign markets in di¤erent time periods. Specif-

ically, we use the estimation methodology developed by Das, Roberts, and Tybout (2007) to

11Speci�cally we alternately considered de�ning the post period as the years after 1993, 1994, 1996 or
1997. We de�ne the computer and semiconductor industries as the SIC87 sector codes 357 and 3674 over
1987-1997 and the NAICS sector code 334 over 1997-2003.
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look at the average level of foreign market entry costs facing plants over the 1987-1997 and

1992-2003 periods. Comparing these cost estimates across the two panels will then give us a

sense of how they have changed. In addition to addressing the question of the determinants

of the rise in export intensity, our results contribute to the emerging literature on estimating

the magnitude of these barriers. Indeed, these costs have not been estimated with panel

data outside of Colombia and Chile.

Here we lay out the basics of the model underlying the estimation approach; further

details are contained in the appendix. All plants in the model serve the domestic market

and face the choice of whether or not to sell their goods abroad. The foreign and domestic

markets are segmented from one another and are both monopolistically competitive. We

abstract from entry and exit into production in the domestic market, requiring the use of a

balanced panel in our estimations. We assume that plants�marginal costs do not respond to

output shocks, simplifying the model signi�cantly by isolating the decision to serve foreign

markets from domestic concerns. Plants are forward-looking in the sense that, although

they do not know what their future realizations of marginal costs, foreign demand, and the

exchange rate will be, they know the Markov processes by which these factors evolve and set

their expectations accordingly.

The log potential pro�ts from selling in the foreign market ��it for plant i in year t is

de�ned as

ln (��it) =  0zi +  1et + vit (3)

where zi indexes time-invariant plant characteristics and et is the exchange rate facing the

plant. vit is a stationary, serially correlated disturbance term that captures shifts in fac-

tors that determine potential export pro�ts. Examples of these factors include changes in

productivity, factor input prices, tari¤s, transportation costs, and demand. Although this

general form is quite parsimonious, it allows for signi�cant �exibility in accounting for many

of the other potential explanations for changes in export status. We assume that vit is the

sum of m stationary and independent AR(1) processes. Formally, we have vit =
Pm

j=1 xjit

where i indexes plants, t the time period, and j the type of potential shock. Each of these

potential shocks can be written xjit = �jxxjit +wxjt, where wxjt is normally distributed with

mean zero and variance �2wj. The composite term vit therefore follows an ARMA (m;m� 1)
process. We de�ne xit as the m � 1 vector of shocks to pro�ts, where vit = �0xit and � is

a vector of ones. The exchange rate et follows the AR(1) process et = �0 + �eet�1 + wet

where wet is normally distributed with mean zero and variance �2w. The parameters �0; �e;

�w and the distribution of wet are known to all plants. For ease of exposition, we denote

	 = ( 01; :::;  0k;  1) = ( 0;  1) and collect the parameters �
j
x and �wj into the diagonal

matrices �x and
P

!.
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The relevant variable for the empirical analysis of a plant�s decision of whether or not to

export is the level of foreign pro�ts that it could make. Our data, however, only contain

information on total revenues and export revenues. In order to make estimation possible we

draw upon two aspects of the model mentioned above: �rst, markets are monopolistically

competitive, and second, foreign and domestic markets are segmented. We further denote

cit as the marginal cost of production, �i > 1 as a plant-speci�c foreign demand elasticity,

and P fit as the domestic currency price of exports. If the plant exports, it would optimally

choose to price its goods such that cfit = P fit
�
1� ��1i

�
. This implies that potential foreign

revenues Rf�it and variable costs C
f�
it to exporting can be written as C

f�
it = Rf�it

�
1� ��1i

�
if

we multiply both sides of this expression by the optimal quantity of exports. Using the fact

that ��it = Rf�it � Cf�it , this condition implies that potential export pro�ts are given by

��it = ��1i Rf
�

it (4)

Taking logs and substituting this expression into (3) yields

ln
�
Rf

�

it

�
= ln (�i) +  0zi +  1et + vit (5)

This relationship provides a way to estimate the parameters that determine export pro�ts

and allows us to account for a signi�cant amount of plant heterogeneity in our estimations

to follow. It does, however, create an incidental parameters problem with the introduction

of the parameters � = f�ig
n
i=1. As the number of plants in the sample grows, so too does

the number of parameters.

To solve this problem we explicitly use data on costs and revenues. This information can

be used to identify �. We begin by assuming that the ratio of foreign demand elasticities to

domestic demand elasticities is 1+� for all plants in the industry. By steps analogous to those

used to derive (4), pro�t maximization and segmented markets imply that we should observe

Cdit = Rdit
�
1� ��1i [1 + �]

�
in the domestic market. Combining this with (4) and invoking

the assumption of segmented markets, optimally selected production for all markets must

satisfy

Cit = Cfit + Cdit = Rfit
�
1� ��1i

�
+Rdit

�
1� ��1i (1 + �)

�
(6)

Dividing this expression by Rit = Rfit +R
d
it, rearranging, replacing optimal with realized

values, and including an error term �it yields

1� Cit
Rit

= ��1i

�
1 + �

Rdit
Rit

�
+ �it (7)
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Here Rdit; Rit; and Cit are the plant�s realized domestic revenue, total revenue, and total

variable cost. We assume that the error term �it comes from measurement error in the costs

Cit and follows the AR(1) process �it = ���it�1+w&t, where w&t is normally distributed with

variance �2& . We can then use this expression to form the density fc
�
CTi0 j R

fT
i0 ; R

dT
i0 ; �

�
:

The equation (3) gives us an expression for the baseline level of pro�ts that plants earn

from foreign markets in each period. In looking at the plant�s dynamic problem of whether

or not to export, we further allow each plant to receive a shock to pro�ts each period of

� + "1it. � is common to all plants and "1it is allowed to vary across plants i and years

t. Plants must also pay an up-front, sunk cost to enter foreign markets szi + "2it � "1it.

These one-time costs s depend on time invariant plant characteristics zi, are paid fully in

the �rst year of exporting, and are allowed to vary across plants and time. Examples of

these costs include market research, setting up distribution channels, learning about foreign

regulations and documentation requirements, and a number of other non-tari¤ barriers. It

is the estimation of these parameters s in which we are most interested. Note that s
parameterizes the typical costs that plants face and not necessarily the costs that are paid

by plants that begin to sell abroad. Indeed, all else equal, the plants that enter are those

that are likely to have drawn a favorable shock of "2it� "1it. We assume that "jit are serially
uncorrelated, normally distributed with mean zero and variance �2"j, and are uncorrelated

with vit and et for each j = 1; 2: For the sake of exposition, we let
P

" = diag ("1it; "2it) and

� = (s1; s2; :::; sk; �) = (s; �).

We are now in a position to describe the plant�s decision of whether or not to export.

Let yit be an indicator variable for whether plant i exported in year t. Using the expression

for gross potential export pro�ts ��it from (3), we can write

u (�) =

8>>><>>>:
��it (et; xit; zi) + �+ "1it if yit = 1 and yit�1 = 1

��it (et; xit; zi) + �� szi + "2it if yit = 1 and yit�1 = 0

0 if yit = 0

(8)

The plant�s potential net export pro�ts depend on its prior export status, since we assume

that sunk costs have to be paid if the plant did not export in the previous year.

In each period t, the plant observes the values of et; xit; "jit; and zi and forms its

expectations about the future using the fact that it knows the processes by which these

terms evolve. The plant then determines the decision rule of whether or not to export

yit = y (et; xit; zi; "jit; yit�1 j �) which maximizes its net discounted expected pro�t stream
over a 30 year horizon. Formally, we have the Bellman equation
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Vit = max
yit2f0;1g

fu (et; xit; zi; "jit; yit�1; yit j �) + �EtVit+1g (9)

where

EtVit+1 =

Z
e0

Z
x0

Z
"0
Vit+1 � fe (e0 j et; �) � fx (x0 j xt; �) � f" ("0 j "t; �) d"0dx0de0

and � collects all the parameters

� = (	; �; �;�x;�!;�;�"; �0; �e; �w; ��; �&)

The decision rule of whether or not to export can be written as a binary choice problem

yit = I (y�it > 0). Here I (�) is an indicator function and y�it is a comparison of the bene�ts
from exporting and from not exporting

y�it = u (et; xit; zi; "it; 1; yit�1 j �) + ��EtVit+1 (et; xit; zi j �) (10)

where

�EtVit+1 (et; xit; zi j �) = Et [Vit+1 j yit = 1]� Et [Vit+1 j yit = 0]

The �rst term in (10) re�ects the direct bene�ts today from exporting, whereas the second

term re�ects the option value of being an exporter tomorrow.

4.2 Estimation

Using the expressions developed above to describe a plant�s intensive and extensive margin

exporting decisions, we then develop a likelihood function that allows us to estimate the

parameters in one step

L (D j �) =
Yn

i=1
fc

�
CTi0 j R

fT
i0 ; R

dT
i0 ; �

�
� P
�
yTi0; R

fT
i0 j eT0 ; zi; �

�
(11)

Here D = fDigni=1 denotes the data for all �rms. fc
�
CTi0 j R

fT
i0 ; R

dT
i0 ; �

�
is determined by the

expression in (7) and the likelihood P
�
yTi0; R

fT
i0 j eT0 ; zi; �

�
is formed from the relationships

implied by the extensive margin decision. We provide more details about the construction

of P
�
yTi0; R

fT
i0 j eT0 ; zi; �

�
in the appendix. Estimating the likelihood function L (D j �) with

classical methods presents two problems. First, while this feature of the approach allows us
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to account for a signi�cant amount of plant heterogeneity, we are faced with an incidental

parameters problem in that we need to estimate � = f�ig
n
i=1. To add to this, the likelihood

function is highly non-standard and unlikely to be globally concave in �. To circumvent these

issues, we use a Bayesian approach and write the posterior distribution of the parameters

with P (� j D) _ q (�)L (D j �) ; where q (�) gives our prior beliefs about the parameters. To
characterize the posterior distribution P (� j D), we then use the random walk Metropolis-

Hastings algorithm. This algorithm essentially allows us to estimate E (� j D) by performing
Monte Carlo integration using a Markov chain.

Computational constraints place some restrictions on the level of heterogeneity for which

these estimates can account. To characterize the time invariant plant characteristics that

a¤ect sunk costs and export pro�ts, we let zi equal an indicator function based on plant size.

The threshold for zi is set to be equal to the median level of sales in 1987, such that half of the

plants are considered large in the �rst panel for each industry. We keep this threshold for the

second panel, capturing changes in plant sales. The number of AR(1) processes additively

included in the pro�t function disturbance term is set to two vit = x1it + x2it, intuitively

re�ecting separate cost and demand shock processes. We set the discount rate � to 0:9. In

order to ease computational costs, we do not estimate the parameters for the exchange rate

process simultaneously with the rest of the model. Instead, we estimate them separately

using export-weighted industry real exchange rates constructed with the same approach as

those described in Section 3. We �t each of these series with an AR(1) process from 1972

until the last year of each panel to give estimates of �̂0; �̂e; and �̂w. These parameters are

then treated as �xed for the purposes of the estimation of the model.

For the rest of our parameters, we have to specify a prior distribution. With a few

exceptions, we make these distributions reasonably di¤use to let the data speak for itself. To

impose non-negativity on the variance parameters, our priors are that they are distributed

log normally with a mean of zero and a variance of 2. Our priors on the root of each AR(1)

process are that they are distributed uniformly on (�1; 1). This ensures that these processes
are stationary. We also set a more restrictive prior for �i due to the incidental parameters

problem. Following the empirical literature, we set the prior such that ln (�i � 1) � N (2; 1).

This implies a mean and standard deviation for �i of 12.2 and 16.0, respectively. It also

ensures that �i > 1, which is a necessary condition for the model. The prior for �, the

parameter that determines the ratio of foreign and domestic demand elasticities, is also

assumed to be uniform on [�5; 5]. The priors for other parameters are given in Table 7.
Given these preliminaries, it is possible to provide intuition about the main sources of

variation used to identify the sunk cost parameters. First note that for any type of plant

the probability of exporting is an increasing function of the gross potential pro�t stream
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that it could earn in foreign markets. If there are no barriers to entry, the probability

that a plant exports today should not depend on whether it exported yesterday. Plants

with similar gross potential pro�t streams should have the same probability of exporting

regardless of their exporting history. If there are signi�cant up-front costs, however, plants

that previously exported should have a higher probability of exporting since they do not need

to pay to enter. The higher these costs are, the bigger the di¤erence should be between

plants that exported previously and those that did not. Thus, di¤erences in the exporting

frequencies of plants with similar gross potential export pro�t streams but di¤erent exporting

histories in our data provide signi�cant identifying variance for the sunk cost parameters.

4.3 Results

In choosing the industries that we focused on, we used several criteria to narrow down our

choices (i) there were enough plants in each panel to allow for identi�cation (ii) the industry

was su¢ ciently export oriented (iii) it did not experience large, idiosyncratic shocks that

would make our results unrepresentative (iv) like aggregate exports, the overall destination

composition of industry exports was relatively stable and (v) the industries were in di¤erent

2 digit SIC sectors in order to get a broad view.12 As mentioned above, these criteria

led us to consider four 1987 SIC industries: Preserved Fruits and Vegetables (SIC 203),

Metal Forgings and Stampings (SIC 346), Aircraft and Parts (SIC 372), and Measuring and

Controlling Devices (SIC 382). Table 13 lists the 4 digit subindustries that comprise these

3 digit sectors. We use two panels, 1987-1997 and 1992-2003, and estimate the level of sunk

costs s in each period.

Tables 8-12 present the results. In Table 8 we present the estimates for our main sunk

cost parameters by industry. Tables 9-12 present the full estimation results for each industry

and time period. For each parameter we report the estimated mean and standard deviation,

although median values give similar results. All �gures are in 1987 dollars. For each panel

we consider 50k draws from the posterior distribution to construct our estimates.13 Despite
12Due to data constraints, we are limited in considering a model with only two countries. This assumption

has advantages as well as drawbacks. Hanson and Xiang (2011) develop an empirical test to understand
the structure of these costs. They �nd evidence that they are global rather than bilateral in nature. This
noted, we limit our structural analyses to industries where the destination of industry exports have remained
stable over time by region. Considering a number of industries further alleviates concerns related to this
modeling choice.
13Acceptance rates are kept within the range suggested by the literature and we use a burn-in period of

at least 50k iterations. We looked at a number of diagnostic statistics to check for convergence. These
tests are reviewed at length in Brooks and Roberts (1998). See the appendix for further details about the
MCMC estimation methods.
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generally using highly di¤use prior distributions, the posterior distributions for most of our

parameters are fairly concentrated. This suggests that the estimates are primarily informed

by the data itself rather than the values that we chose for our priors. We looked at the

results from several di¤erent levels of thinning the chain. Here we alternately constructed our

estimates by dropping every 2nd, 5th, 10th, 50th, or 100th draw. This standard robustness

check for Monte Carlo Markov Chain (MCMC) methods is often used to diagnose a lack

of convergence of the chain to the posterior distribution P (� j D) or slow movement of the
chain across the parameter space ("slow mixing"). These di¤erent levels of thinning all give

comparable results.

Consistent with the small changes that we see in the reduced form estimations, we gen-

erally �nd comparable results for s across the two di¤erent time periods. The Aircraft

and Parts and Measuring and Controlling Devices industries experienced little change in the

costs that they faced while the Preserved Fruits and Vegetables sector experienced a decrease

and the Metal Forgings and Stampings industry saw a rise in the costs. Internal calculations

using the elasticity estimates for each plant suggest that the magnitude of the sunk costs are

equal to a few years of the average level of exporting pro�ts. Interestingly, we �nd similar

estimates for s for larger and smaller plants across each of the panels. These results suggest

that di¤erences in plant size do not alter the costs that plants face in our samples. Elasticity

estimates are also consistent with the values suggested by the literature. In concert with our

estimates from Section 3, we interpret these results to suggest that declines in these costs

are unlikely to have been a major factor for the level of entry that we see in the data.

One interesting aspect of our results is that we �nd that the costs increased over time

for the Metal Forgings and Stampings industry. There are a number of factors that may

have acted to raise the costs for this industry as well as keep the barriers to entry for other

industries higher than they otherwise would have been. In what little survey evidence we

have on these costs, �rms list market research and redesigning their products for foreign

markets as two of the primary costs that they face in beginning to sell abroad.14 With

the increasing integration of the world economy, market research costs may have increased

substantially due to the need to identify and study competition from a greatly expanded

number of source countries. Secondly, while most types of nontari¤ barriers have decreased

in the last 25 years, technical barriers to trade have increased signi�cantly. These include

product speci�cation, testing, and information disclosure requirements. These changes are

seen in the data on nontari¤ barriers as well as in the rising concerns of policy makers in

recent years. It is also consistent with the idea of "regulatory protectionism" that has been

the subject of signi�cant prior research. Table 14 presents results from a United Nations

14See the study conducted for the World Bank found in First Washington Associates (1991).
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Conference on Trade and Development (2005) report that argues that these barriers to trade

have expanded signi�cantly over time. Finally, as the use of antidumping measures have

grown signi�cantly, the costs of developing an optimal strategy for entering foreign markets

may have increased due to the need to spend more on market research and legal fees.15

While beyond the scope of this study, we consider the e¤ects of these factors to be an open

area for future research.

5 Discussion

In this section we perform back-of-the-envelope calculations to better understand the deter-

minants of the increase in the percentage of plants that export. Our intent is to investigate

whether a standard model can match this rise without changes in the costs of entering foreign

markets. This exercise will give us a sense of whether or not our estimates are reasonable.

We �nd that the model can easily account for the patterns that we see in the data using stan-

dard calibrations of the parameters. Here we provide one particular accounting, although

other approaches are also su¢ cient to match the data. We consider a two-country version

of the model of Chaney (2008) and assume as he does that the distribution of productivity

is Pareto. The main facts that we want to match are that 21% of plants exported in 1987

and that 35% exported in 2003. In the model, we can write this as

P
�
� > �87x j � > �87p

�
=

 
�87p

�87x

!�
= :21 (12)

and

P
�
� > �03x j � > �03p

�
=

 
�03p

�03x

!�
= :35 (13)

Here �p is the threshold level of productivity � needed to produce. �x is the threshold level

needed to access foreign markets pro�tably. If we divide the expression in (14) by that in

(15) and assume that � = 4 and � = 4:77,16 we have

15For evidence on changes in the technical barriers to trade, see UNCTAD (2005), Henson and Wilson
(2005), USTR (2011), US Department of Commerce (2004), Maskus, Wilson, and Otsuki (2000), and Beghin
(2008). Baldwin (2000) and Sykes (1999) provide discussions of regulatory protectionism and Blonigen and
Prusa (2008) and Finger, Ng, and Wangchuk (2001) document the rise in antidumping cases.
16These values are consistent with an estimate for the slope parameter on the Pareto sales distribution of

� = �
��1 =

4
4:77�1 = 1:06: Note that as long as the values of � and � are chosen to satisfy this ratio, there is
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�87p

�03p

�03x
�87x

=

�
:21

:35

� 1
4

= :880 (14)

In explaining the shift in the threshold for exporting, we consider the expression for �x across

1987 and 2003

�03x
�87x

=

�
f 03x
f 87x

Y 87
j

Y 03
j

� 1
��1 w03i

w87i

P 87j
P 03j

� 03ij
� 87ij

(15)

The parameter � ij > 1 is the level of iceberg transportation costs, wi is the home country

wage, Pj is the foreign price index, fx is the cost of entering the foreign market, and Yj is the

level of foreign income. From the ASM, we know that real wage growth in US manufacturing

has been quite stagnant. As discussed by several authors, with the exception of NAFTA,

tari¤s on US goods also did not change signi�cantly over the period; they were in general

quite low and stayed that way. Hummels (2007) in turn notes modest reductions in the ad

valorem air and ocean freight rates on US goods over 1987-2003. Using a gravity equation

framework that accounts for other important factors besides tari¤s and transportation costs,

Jacks, Meissner, and Novy (2008) also �nd little change in � ij for the US 1987-2000. Debaere

and Mostashari (2010) further look at imports into the US over 1989-1999 and argue that

changes in � ij have played a minor role in explaining the large changes in the range of goods

imported into the US. This was due to both the small estimated e¤ects of variable trade

costs on the extensive margin of trade as well as the small changes in US protection over the

period.17

Motivated by this empirical evidence as well as our estimations above, we consider match-

ing the extensive margin trends that we see in the data assuming that � 03ij = � 87ij and�
w03i =P

03
j

�
�
�
w87i =P

87
j

�
stayed constant. Our work above further allows us to reasonably

assume that f 03x = f 87x . Alternatively assuming that increases in wi=Pj were cancelled by

the modest declines in � ij would give us similar results. Using trade shares from 1987 as

weights, we calculate a rise in real foreign income amongst 40 top US export destinations of

67%.18 With these equalities and � = 4:77, plugging into equation (15) yields

a range of values that give results similar to our speci�c parameter choices. This value for � is well within
the range of 3 and 10 suggested by the literature.
17Others, however, have argued for a larger e¤ect of changes in variable trade costs on exports. See

Yi (2003), Bernard, Jensen, and Schott (2006), and Cuñat and Ma¤ezzoli (2007). For evidence of changes
in wages in US manufacturing, see the �gures in the Annual Survey of Manufacturers-based US Census
publication Statistics for Industry Groups and Industries: 2005.
18We include the top 42 US export destinations in 1987 with the exception of Taiwan and Kuwait due to

missing data. We consider changes in real foreign income and the real level of entry costs fx due to units
cancelling in the expression in parentheses in equation (16).
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�03x
�87x

= :872

This suggests that observed growth of foreign incomes are su¢ cient to explain nearly all

of the change in export market participation as expressed in (14) even without the likely

contributions of other factors. This signi�cant role for foreign income, however, is consistent

with the pervasive nature of these trends for all industries and US regions. Furthermore, it

is compatible with empirical evidence from Baier and Bergstrand (2001), Jacks, Meissner,

and Novy (2011), and Whalley and Xin (2011) who study the factors that drove aggregate

worldwide exports since the 1950s.19

6 Conclusion

In this study we have documented a signi�cant shift towards exporting for US plants over

1987-2006. In looking at why this occurred we considered a natural explanation that has

been suggested as a primary cause for similar trends in other countries: declines in the up-

front costs of entering foreign markets. Across di¤erent approaches to understanding this

issue, we show that reductions in these barriers were unlikely to have played a signi�cant

role in these trends. We instead �nd that other factors that determine export market

participation are su¢ cient to explain these trends. Our work represents an initial attempt

to understand how the costs to entering foreign markets have evolved over time.

We close with a discussion of a few areas of research that are likely to be fruitful for future

work. Firstly, qualitative evidence on the determinants of export market entry costs would

be tremendously valuable. Despite the evidence presented here and their ubiquity in trade

models, there is surprisingly little direct survey evidence about these costs. Retrospective

research in this area could help us better understand the results presented above. Secondly,

much of the work on understanding the e¤ects of free trade agreements focuses on how

declines in tari¤s a¤ect aggregate trade volumes. Total trade tends to increase through

extensive margin adjustments following these agreements, however, and the details of these

accords often include provisions likely to reduce barriers to entry. Disentangling these e¤ects

19For example Whalley and Xin (2011) use a calibrated trade model and �nd a 76% role for income growth
in the factors that drove world trade 1975-2004. Baier and Bergstrand (2001) and Jacks Meissner, and Novy
(2011) instead consider estimations based on the gravity equation and �nd similar results. They study the
periods 1958-1988 and 1950-2000, respectively. As each of these papers study bilateral trade �ows, however,
these results do not distinguish between the roles of domestic productivity growth and foreign income growth
in driving exports from a given country.
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would signi�cantly improve our understanding of how di¤erent impediments a¤ect trade and

would likely yield more accurate analyses of potential policy changes. Finally, an improved

understanding of the experiences of other countries would also provide further insight into

the evolution of the barriers to entry in foreign markets. We attempted to obtain data to

expand our analysis to countries beyond the US, but were unable to locate a data set with

su¢ cient history and detail. Further analyses on the experiences of �rms in other countries

would add greatly to our understanding of trends in international trade.

22



7 References

1. Amiti, Mary, and Caroline Freund, "An Anatomy of China�s Export Growth," in
China�s Growing Role in World Trade, ed. R. Feenstra and S.J. Wei (Chicago, IL:
University of Chicago Press, 2010).

2. Arkolakis, Costas, "Market Penetration Costs and the New Consumers Margin in In-
ternational Trade," Journal of Political Economy, 118 (2010), 1151-1199.

3. Baier, Scott L., and Je¤rey H. Bergstrand, "The Growth of World Trade: Tari¤s,
Transport Costs, and Income Similarity," Journal of International Economics, 53
(2001), 1-27.

4. Baldwin, Richard, "Regulatory Protectionism, Developing Nations and a Two-Tier
World Trading System," in Brookings Trade Forum, ed. S. Collins and D. Rodrik
(Washington, DC: Brookings Institution, 2000).

5. Baldwin, Richard, and Paul Krugman, "Persistent Trade E¤ects of Large Exchange
Rate Shocks," Quarterly Journal of Economics, 104 (1989), 635-54.

6. Bartelsman, Eric J., and Wayne Gray, "The NBER Manufacturing Productivity Data-
base," NBER Technical Working Paper 205, 1996.

7. Beghin, John C., "Nontari¤ Barriers," in New Palgrave Dictionary of Economics, 2nd
ed., ed. S.N. Darlauf and L. Blume (New York, NY: Palgrave Macmillan LTD, 2008).

8. Bergoeing, Raphael, Alejandro Micco, and Andrea Repetto, "Dissecting the Chilean
Export Boom," University of Chile Working Paper 339, 2011.

9. Bernard, Andrew and J. Bradford Jensen, "Exceptional exporter performance: cause,
e¤ect, or both?" Journal of International Economics, 47 (1999), 1-25

10. Bernard, Andrew, and J. Bradford Jensen, "Why Some Plants Export," The Review
of Economics and Statistics, 86 (2004a), 561-569.

11. Bernard, Andrew, and J. Bradford Jensen, "Entry, Expansion, and Intensity in the U.S.
Export Boom, 1987-1992," Review of International Economics, 12 (2004b), 662-675.

12. Bernard, Andrew, and Joachim Wagner, "Export Entry and Exit by German Firms,"
Review of World Economics (Weltwirtschaftliches Archiv), 137 (2001), 105-123.

13. Bernard, Andrew, J. Bradford Jensen, Stephen J. Redding, and Peter K. Schott, "The
Margins of US Trade," American Economic Review, Papers and Proceedings, 99 (2007),
487-493.

14. Bernard, Andrew B., J. Bradford Jensen and Peter K. Schott, "Trade costs, �rms and
productivity," Journal of Monetary Economics, 53 (2006), 917-937.

23



15. Bernard, Andrew, J. Bradford Jensen, and Peter K. Schott, "Importers, Exporters
and Multinationals: A Portrait of Firms in the U.S. that Trade Goods," in Producer
Dynamics: New Evidence from Micro Data, ed. T. Dunne, J.B. Jensen and M.J.
Roberts (Chicago, IL: University of Chicago Press, 2009).

16. Blonigen, Bruce A., and Thomas J. Prusa, "Antidumping," in New Palgrave Dictionary
of Economics, 2nd ed., ed. S.N. Darlauf and L. Blume (New York, NY: Palgrave
Macmillan LTD, 2008).

17. Broda, Christian, and David E. Weinstein, "Globalization and the Gains from Variety,"
Quarterly Journal of Economics, 121 (2006), 541-585.

18. Brooks, Stephen, and Gareth Roberts, "Convergence Assessment Techniques for Markov
Chain Monte Carlo," Statistics and Computing, 8 (1998), 319-335.

19. Chamberlain, Gary, "Heterogeneity, Omitted Variables, Duration Dependence," in
Longitudinal Analysis of Labor Market Data, ed. J. Heckman and B. Singer (Cam-
bridge, U.K.: Cambridge University Press, 1985).

20. Chaney, Thomas, "Distorted Gravity: The Intensive and the Extensive Margins of
International Trade," American Economic Review, 98 (2008), 1707-1721.

21. Chow, Gregory C., Econometrics, (New York: McGraw-Hill, 1983).

22. Clerides, Sofronis, Saul Lach, and James Tybout, "Is Learning-by-Exporting; Impor-
tant? Micro-Dynamic Evidence from Colombia, Mexico andMorocco,"Quarterly Jour-
nal of Economics, 113 (1998), 903-947.

23. Cuñat, Alejandro, and Marco Ma¤ezzoli, "Can Comparative Advantage Explain the
Growth of US Trade?" Economic Journal, 117 (2007), 583-602.

24. Das, Sanghamitra, Mark J. Roberts, and James R. Tybout, "Market Entry Costs,
Producer Heterogeneity, and Export Dynamics," Econometrica, 75 (2007), 837-873.

25. Debaere, Peter, and Shalah Mostashari, "Do Tari¤s Matter for the Extensive Margin
of International Trade? An Empirical Analysis," Journal of International Economics,
81 (2010), 163-169.

26. di Giovanni, Julian, and Andrei Levchenko, "Firm Entry, Trade, and Welfare in Zipf�s
World," NBER Working Paper 16313, (2010).

27. Dixit, Avinash, "Entry and Exit Decisions Under Uncertainty," Journal of Political
Economy, 97 (1989), 620-38.

28. Eaton, Jonathan, Marcela Eslava, Maurice Kugler, and James R. Tybout, "Export
Dynamics in Colombia: Firm-Level Evidence," NBER Working Paper 13531, (2007).

29. Eaton, Jonathan, Samuel Kortum and Francis Kramarz, �An Anatomy of International
Trade: Evidence from French Firms�Econometrica, 79 (2011), 1453-1498.

24



30. Evenett, Simon J., and Anthony J. Venables, "Export Growth in Developing Countries:
Market Entry and Bilateral Trade Flows," mimeograph, London School of Economics,
2002.

31. Federal Reserve Bank of New York, "Industry-Speci�c Exchange Rates," (Accessed:
2010, August 12) (2010)
http://www.newyorkfed.org/research/global_economy/industry_speci�c_exrates.html

32. Finger, J. Michael, Francis Ng, and Sonam Wangchuk, "Antidumping as Safeguard
Policy," World Bank Policy Research Working Paper 2730, 2001.

33. FirstWashington Associates, "Export Finance and Promotion Study: PROEXPO/Colombia,"
(Arlington, VA: 1991).

34. Hanson, Gordon, and Chong Xiang, "Trade Barriers and Trade Flows with Product
Heterogeneity: An Application to U.S. Motion Picture Exports," Journal of Interna-
tional Economics, 83 (2011), 14-26.

35. Harris, Mark, László Kónya, and László Mátyás, "Some Empirical Facts about Inter-
national Trade Flows," Review of International Economics, forthcoming (2011).

36. Heckman, James, "Heterogeneity and State Dependence," in Studies in Labor Markets,
ed. S. Rosen, (Chicago, IL: University of Chicago Press, 1981a).

37. Heckman, James, "The Incidental Parameters Problem and the Problem of Initial
Conditions in Estimating a Discrete Time�Discrete Data Stochastic Process and Some
Monte Carlo Evidence," in Structural Analysis of Discrete Data with Econometric
Applications, ed. C. Manski and D. McFadden (Cambridge, MA: MIT Press, 1981b).

38. Henson, Spencer and John Wilson, "The WTO and Technical Barriers To Trade,"
Edward Elgar Publishing Co., Cheltenham, United Kingdom (2005)

39. Hummels, David, "Transportation Costs and International Trade in the Second Era of
Globalization," Journal of Economic Perspectives, 21 (2007), 131-154.

40. Jacks, David, Christopher Meissner, and Dennis Novy, "Trade Costs, 1870-2000,"
American Economic Review, 98 (2008), 529-534.

41. Levinsohn, James, and Amil Petrin, "Estimating Production Functions Using Inputs
to Control for Unobservables," Review of Economic Studies, 70 (2003), 317-341.

42. Loretan, Mico, "Indexes of the Foreign Exchange Value of the Dollar," Federal Reserve
Bulletin, Winter 2005, 1-8.

43. Maskus, Keith, John Wilson, and Tsunehiro Otsuki, "Quantifying the Impact of Tech-
nical Barriers to Trade," World Bank Policy Research Working Paper 2512, 2000.

44. Melitz, Marc J., "The Impact of Trade on Intra-Industry Reallocations and Aggregate
Industry Productivity," Econometrica, 71 (2003), 1695-1725.

25



45. Pierce, Justin, and Peter K. Schott "Concording U.S. Harmonized System Categories
Over Time," Journal of O¢ cial Statistics, forthcoming (2011).

46. Roberts, Mark, Theresa A. Sullivan, and James R. Tybout, "Micro-Foundations of
Export Booms," mimeograph, (Washington D.C: The World Bank, 1995).

47. Roberts, Mark, and James R. Tybout, Directions in Development: What Makes Ex-
ports Boom?" (Washington, D.C.: The World Bank, 1997a).

48. Roberts, Mark, and James R. Tybout, "The Decision to Export in Colombia: An
Empirical Model of Entry with Sunk Costs," American Economic Review, 87 (1997b),
545-564.

49. Rust, John, "Using Randomization to Break the Curse of Dimensionality," Economet-
rica, 65 (1997), 487-516.

50. Sykes, Alan, "Regulatory Protectionism and the Law of International Trade," The
University of Chicago Law Review, 66 (1999), 1-46.

51. UNCTAD, "Methodologies, Classi�cations, Quani�cation and Development Impacts of
Non-Tari¤Barriers," United Nations Conference on Trade and Development commision
report (Geneva: UNCTAD Secretariat, 2005).

52. U.S. Census, "Statistics for Industry Groups and Industries: 2005," Annual Survey of
Manufactures (AS-1), 2006.

53. U.S. Department of Commerce, "Measuring Economic E¤ects of Technical Barriers to
Trade on US Exporters," Planning Report 04-3, (Washington D.C.: U.S. Government
Printing O¢ ce, 2004).

54. USTR, "2011 Report on Technical Barriers to Trade," U.S. Trade Representative,
(Washington D.C, 2011).

55. Whalley, John, and Xin Xian, "Regionalization, Changes in Home Bias, and the
Growth of World Trade," Journal of Policy Modeling, forthcoming (2011).

56. Yi, Kei-Mu, "Can Vertical Specialization Explain the Growth of World Trade?" Journal
of Political Economy, 111 (2003), 52-102.

26



8 Appendix

In this appendix we provide further details about our structural estimation approach. We
begin by describing how we develop the extensive margin likelihood in sections 8.1 and 8.2.
We then describe our approach to calculating the option value associated with exporting
�EtVit+1 (et; zi; xit j �). A description of our Bayesian MCMC estimation approach closes.
The discussion of the model here and in the main text follows Das, Roberts, Tybout (2007);
see this paper for further details about the model and estimation approach.

8.1 Extensive Margin Likelihood

For the purposes of estimation, we can connect the binary choice decision problem laid out
in the body of the text to a likelihood function that uses our data from US plants. We begin
by writing observed export pro�t shocks as

v+i =
n
ln
�
Rfit

�
� ln (�i)�  0 � zi �  1 � et j R

f
it > 0

o
We can then write the export pro�t shock for plant i in each year t as a function of these
observed shocks and a set of m iid standard normal random variates �i such that xit =
xit
�
v+i ; �i

�
. For each plant, we can write
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where the density functions for �i and v+i are given by g (�i) and h
�
v+i
�
. We discuss

how to construct g (�i), h
�
v+i
�
and the term �EtVit+1 (et; xit; zi j �) in the next sections

of the appendix. The value of P
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yTi0 j eT0 ; zi; v+i

�
will be calculated using the distribu-

tion of g (�i) and Monte Carlo integration, drawing several �i from g (�i), plugging into
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, and averaging. The term P
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linked to our data by factoring out the initial conditions such that
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Given computational constraints, we use Heckman�s (1981) solution to the initial conditions
problem, and estimate P
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using

27



P
�
yi0 j e0; zi; x0

�
v+i ; �i

��
=

�
�
�
�0 + �01zi + �02x0

�
v+i ; �i

���yi0 ��
1� �

�
�0 + �01zi + �02x0

�
v+i ; �i

���1�yi0
Using backward induction along with Rust�s (1997) random grid algorithm, we can cal-

culate �EtVit+1 (et; xit; zi j �) in each period. We then further use the export market partic-
ipation rule in (8) to develop the likelihood function
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Di¤erences across plants and time in terms of export market participation, costs, and foreign
and domestic sales will then help pin down our parameters of interest. In particular, variation
in export market participation by �rms that would earn similar levels of pro�ts in export
markets but that are di¤erent in terms of their prior foreign market presence will be important
in identifying sunk entry costs.

8.2 Density Functions for Foreign Market Pro�t Shocks

In this section we describe how we construct h
�
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�
and xT0
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mentioned in Section
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Chow (1983) for further discussion.
We can then use these expressions to write
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Here A = �xv��1vv , BB = �xx��xv��1vv �0xv, and �i is anmT�1 vector of iid standard normal
random variables with density function g (�i) =
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Speci�cally, we can then use this functional form to simulate P
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. This is done

by (i) drawing a set of S vectors �i from g (�i) (ii) using the values to calculate x
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and (iii) averaging over the resulting values to calculate P
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8.3 Calculating the Option Value �EtVit+1 (et; zi; xit j �)

In obtaining an estimate of the latent value of exporting

y�it = [u (et; zi; xit; "it; yit = 1; yit�1 j �)� 0] + ��EtVit+1 (et; zi; xit j �)
the term u (et; zi; xit; "it; yit = 1; yit�1 j �) can be calculated using the functional forms pre-
sented in the text. To obtain an estimate for �EtVit+1 (et; zi; xit j �) we begin by using
backward induction over a 30 year time horizon to �rst calculate
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E
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abroad. The algorithm begins in the last year in which EtVit+1 = 0 and then calculates
V O
it ; V

E
it ; and V

S
it backwards successively until the current period is reached. We use Rust�s

(1997) random grid algorithm to integrate numerically over the state variables x and e. We
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8.4 Monte Carlo Markov Chain Methods

We take S = 50k draws of the posterior distribution P (� j D) to construct our estimates
using the random-walk Metropolis-Hastings algorithm. These draws are taken after an initial
burn-in period that allows the chain to converge to the posterior distribution. The means
and standard deviations are estimated with �� = 1

S

PS
s=1 �

s andvuut 1

S

SX
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�
�s � ��

�
�
�
�s � ��
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where �s is a given draw of the entire parameter vector from the posterior distribution.
We use a Metropolis-Hastings algorithm in which we update the di¤erent components of
the parameter vector separately in each iteration of the chain. We choose to partition �
with �s = (�s1; �

s
2; : : : ; �

s
8) where �1 = 	, �2 = �x, �3 = �!, �4 = �, �5 = �", �6 = �,

�7 = (�; �; ��), �8 = &. Once starting values for the chain are chosen, for each iteration we
perform the following steps. These steps are then repeated for each iteration.
1. Draw a potential new value for one of the subvectors �i based on the value from

the previous iteration of the chain. This can be written as ~�
�
i =

~�
s

i + �si where ~�
s

i is the
value of the subvector from the previous iteration and �si is a mean-zero vector of shocks.
The covariance matrix for �si , ��i, is chosen before the estimations begin and is held �xed
throughout.
2. De�ne ~�

s

�i as the set of parameters in � excluding those in ~�
s

i . Calculate the ratio
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�si = min
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and update the set of parameters �i with

(�s+1i ; �s�i) =

(�
��i ; �

s
�i
�
with probability �si�

�si ; �
s
�i
�
with probability 1� �si

3. Conduct the same process for each block of parameters �i. Once this is done 8 i; we
take the resulting value of � as our draw from the chain. This process is repeated for each
draw of the chain.

..
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Table 1: Export Participation by Industry

Plants that Export (%)
Industry 1987 1992 1997 2003
Food 15 23 25 27
Tobacco 45 51 47
(Beverage & Tobacco) 28
Textile Mill Products 16 25 28
(Textile Mills) 40
(Textile Product Mills) 30
Apparel 5 9 13 13
Wood products 12 18 16 16
Furniture 10 25 24 18
Paper 19 31 32 35
Printing & Publishing 5 10 11 14
Chemicals 40 49 49 55
Petroleum & Coal 22 30 30 31
Plastics & Rubber 26 36 39 40
Leather 19 28 35 38
Nonmetallic Minerals 14 21 20 17
Primary Metals 27 39 39 43
Fabricated Metals 21 31 32 30
Machinery 33 43 41 56
Electronic & Other Electric Equipment 37 46 47
(Electrical Equipment, etc.) 54
Instruments 48 55 56
(Computer & Electronic Products) 58
Transportation Equipment 29 40 41 49
Miscellaneous Manufacturing 20 34 36 37
Total 21 30 32 35

Notes: The table lists the percentage of plants that export in each industry using the Census
of Manufacturers in 1987, 1992, and 1997 and the Annual Survey of Manufacturers in 2003.
Due to concerns about disclosure, the results reported for 1987 and 1992 are from Bernard
& Jensen (2004b). The classi�cation system used is 1987 US SIC for 1987-1997 and 2002
NAICS for 2003. Similar to other reported �gures, estimates are for plants with 20 or
more employees. While somewhat heterogeneous in size and timepaths, these results overall
suggest that the trends pictured in Figure 1 were pervasive across industries. See also Figure
2.
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Table 2: Export Participation by Region

Plants that Export (%)
Region 1987 1992 1997 2003
New England 25 37 37 42
Middle Atlantic 19 29 30 34
East North Central 25 34 35 39
West North Central 23 32 33 37
South Atlantic 18 27 29 32
East South Central 18 27 27 30
West South Central 19 28 28 31
Mountain 18 26 27 32
Paci�c 21 31 31 33
Total 21 30 32 35

Notes: The table lists the percentage of plants that export in each US Census geographical
division using the Census of Manufacturers in 1987, 1992, and 1997 and the Annual Survey
of Manufacturers in 2003. We report the states corresponding to these divisions in Table 3.
Similar to other reported �gures, estimates are for plants with 20 or more employees. These
results suggest that the trend pictured in Figure 1 was experienced widely across regions of
the US. Indeed, the time paths of participation rates of each region match the overall trends
across these years. See also Figure 3 and Table 3.
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Table 3: Census Division of the States

Census Division State Census Division State
New England Connecticut East South Central Alabama

Maine Kentucky
Massachusetts Mississippi
New Hampshire Tennessee
Rhode Island
Vermont West South Central Arkansas

Louisiana
Middle Atlantic New Jersey Oklahoma

New York Texas
Pennsylvania

Mountain Arizona
East North Central Indiana Colorado

Illinois Idaho
Michigan New Mexico
Ohio Montana
Wisconsin Utah

Nevada
West North Central Iowa Wyoming

Nebraska
Kansas Paci�c Alaska
North Dakota California
Minnesota Hawaii
South Dakota Oregon
Missouri Washington

South Atlantic Delaware
District of Columbia
Florida
Georgia
Maryland
North Carolina
South Carolina
Virginia
West Virginia

Notes: The table lists the states corresponding to the Census Divisions used for our calcu-
lations in Figure 3 and Table 2.
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Table 4: Destinations of US Manufacturing Exports

Share of US Exports (%)
Country 1987 2003
Canada 25.3 19.6
Japan 11.1 7.2
Great Britain 5.8 5.4
Germany 5.4 5.8
France 4.7 3.3
Mexico 3.2 13.9
Korea 3.1 3.2
Australia 2.5 1.9
Taiwan 2.5 2.2
Italy 2.5 1.6
Singapore 2.1 2.5
Netherlands 2.1 2.4
China 1.9 4.1
Hong Kong 1.7 1.7
Venezuela 1.6 .3
Spain 1.4 .9
Saudi Arabia 1.3 .8
Brazil 1.2 1.3
Sweden 1.2 .5
Switzerland 1.1 .8

Notes: The table lists the destination composition of US manufacturing exports by value in
1987 and 2003. Thus, Germany accounted for 5.4% of total US exports in 1987 and 5.8%
in 2003. Calculations are done using the UN Commodity Trade and Statistics Database.
We present the share for the top 20 destinations in 1987 across the two di¤erent years.
These countries account for 81.7% of US exports in 1987 and 79.4% in 2003. These �gures
demonstrate that the composition has remained stable over time. Shares come even closer
when excluding Mexico from the analysis. Indeed, the rank correlation amongst the top 40
destinations in 1987 with their respective ordering in 2003 is 88%.
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Table 5: Intensive Margin

Starting
Continuing 1987 1992 1997 2002
1987 1
1992 0.75 1
1997 0.58 0.79 1
2002 0.46 0.58 0.71 1

Notes: The table lists the percentage of exports in each Census of Manufacturers (CMF)
year that came from plants that exported in each of the previous Census years, starting in
1987. Thus, only 46% of exports in 2002 came from plants that exported in 1987, 1992, and
1997. Removing any continuous exporting restriction, we �nd that 57% of trade in 2002 is
from plants that export in both 1987 and 2002. Similar to our other �gures, estimations
are limited to plants with 20 or more employees.
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Table 6: Determinants of Export Status

Speci�cation
Variable (1) (2) (3) (4)
Exported last year .444** .445** .456** .385**

(.008) (.008) (.009) (.028)
Exported last year * Post95 -.044** -.044** -.034** -.032

(.006) (.006) (.007) (.022)
Last exported two years ago .153** .154** .161** .123**

(.013) (.013) (.013) (.041)
Last exported two years ago * Post95 -.094** -.094** -.092** -.076

(.016) (.016) (.017) (.051)
Total Employment -.002 -.007 .039

(.012) .013 (.040)
Wages .026** .031** .030

(.011) .013 (.039)
Non-production/Total Employment -.06** -.052** -.142**

(.021) .024 (.066)
Changed Product .001 .001 -.028

(.009) .011 (.028)
Productivity .007** .007** .009** .014

(.002) (.002) (.002) (.009)
Industry Exchange Rate .028 .034 .041 -.023

(.039) (.040) (.043) (.151)

Year Fixed E¤ects Yes Yes Yes Yes

Overall R2 .509 .507 .514 .434
Observations 65388 65388 54947 6089

Notes: The table presents the results from estimating equation (2) in the text. The depen-
dent variable is a 0/1 indicator for a given plant�s export status in the current year. Standard
errors are clustered at the plant level and non-exporting related plant-speci�c characteristics
are lagged by one period in all speci�cations. The coe¢ cient "Exported last year" is an
increasing function of the costs of entering foreign markets anew F0. The coe¢ cient on "Last
exported two years ago" is similarly an increasing function of the di¤erence F0 � FR, where
FR is the cost of re-entering foreign markets after leaving the foreign market one year ago.
Post95 is an indicator function for the post-1995 part of the sample. The results suggest
a modest decline in F0 and an increase in FR. Column (1) presents the results from our
baseline speci�cation and column (2) considers a similar approach that drops a number of
covariates. Column (3) reports results from using a balanced panel. Column (4) restricts
the sample to plants in the industries we considered for our structural analysis. �� denotes
signi�cance at the 5% level.
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Table 7: Prior Distributions

Parameters Priors N(�; �)
Pro�ts

 01 (intercept)  01 � N(0; 10)
 02 (dom. size dummy)  02 � N(0; 10)
 1 (exchange rate)  1 � N(0; 10)
�1x (root, �rst AR) �1x � U(�1; 1)
�2x (root, second AR) �2x � U(�1; 1)
�2!1 (variance, �rst AR) ln(�2!1) � N(0; 20)
�2!2 (variance, second AR) ln(�2!2) � N(0; 20)
� (foreign elas. premium) � � U [�5; 5]
�� (root, measurement error) �� � U(�1; 1)
�� (std. dev., measurement error) ln(��) � N(0; 2)

Elasticities of Demand
�i (demand elasticity) ln(�i � 1) � N(2; 1)

Exporting Decision
s1 (sunk cost, small plants) s1 � N(0; 20)
s2 (sunk cost, large plants) s2 � N(0; 20)
� (mean, "1 & "2 ) � � N(0; 20)
�"1 (st. dev., "1) ln(�"1) � N(0; 20)
�"2 (st. dev., "2) ln(�"2) � N(0; 20)

Initial Conditions
�0 (intercept) �0 � N(0; 50)
�1 (dom. size dummy) �1 � N(0; 50)
�2 (x1) �2 � N(0; 50)
�3 (x2) �3 � N(0; 50)

Notes: The table presents the priors used for our structural estimations for each industry.
The results are presented in Tables 8-12. We generally choose di¤use priors to allow the
data to speak for itself. Variance parameters have log normal distributions to impose
nonnegativity. The root of each AR (1) process is bounded on (�1; 1) in order to ensure
stationarity. An extended description of how we chose these distributions is found in Section
4.2.
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Table 8: Sunk Cost Parameter Estimates

Panel
Parameters for Each Industry 1987-1997 1992-2003
Preserved Fruits & Vegetables (203)
s1 (sunk cost, small plants) 3.43 (0.35) 2.30 (0.21)
s2 (sunk cost, large plants) 3.27 (0.33) 2.05 (0.22)

Metal Forgings & Stampings (346)
s1 (sunk cost, small plants) 4.65 (0.34) 5.35 (0.92)
s2 (sunk cost, large plants) 4.53 (0.44) 5.67 (1.05)

Aircraft & Parts (372)
s1 (sunk cost, small plants) 2.10 (0.43) 2.22 (0.49)
s2 (sunk cost, large plants) 2.16 (0.45) 1.99 (0.45)

Measuring & Controlling Devices (382)
s1 (sunk cost, small plants) 2.84 (0.38) 2.50 (0.54)
s2 (sunk cost, large plants) 2.54 (0.41) 2.63 (0.64)

Notes: The table presents the sunk cost estimates s for each industry over the time periods
1987-1997 and 1992-2003. Means are presented along with standard deviations in parenthe-
ses. Median estimates give similar results. We interpret these results as evidence against
the argument that declines in the costs to entering foreign markets have played a signi�cant
role in export trends across manufacturing as a whole. Full results for each industry are
found in Tables 9-12.
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Table 9: SIC 203 Posterior Parameter Distributions (Means & Std Deviations)

Preserved Fruits & Vegs. (203)
Parameters 1987-1997 1992-2003

Pro�ts
 01 (intercept) -2.06 (0.23) -2.06 (0.27)
 02 (dom. size dummy) 1.05 (0.30) 1.12 (0.35)
 1 (exchange rate) 0.37 (1.50) -0.31 (0.75)
�1x (root, �rst AR) 0.13 (0.03) 0.43 (0.05)
�2x (root, second AR) 0.71 (0.02) 0.90 (0.03)
�2!1 (variance, �rst AR) 0.04 (0.01) 0.53 (0.09)
�2!2 (variance, second AR) 1.36 (0.07) 0.43 (0.09)
� (foreign elas. premium) 0.03 (0.04) 0.00 (0.04)
�� (root, measurement error) 0.88 (0.01) 0.84 (0.02)
�� (std. error, measurement error) 0.22 (0.03) 0.21 (0.02)

Elasticities of Demand
�� (demand elas., � across plants) 13.39 (7.31) 12.68 (6.14)
�� (demand elas., � across plants) 11.74 (6.89) 11.78 (6.29)

Exporting Decision
s1 (sunk cost, small plants) 3.43 (0.35) 2.30 (0.21)
s2 (sunk cost, large plants) 3.27 (0.33) 2.05 (0.22)
� (mean, "1 & "2 ) 0.16 (0.03) 0.09 (0.02)
�"1 (std. error, "1) 1.72 (0.68) 1.42 (0.22)
�"2 (std. error, "2) 1.31 (0.54) 0.66 (0.09)

Initial Conditions
�0 (intercept) 11.16 (10.21) 7.27 (6.87)
�1 (dom. size dummy) 28.87 (18.26) 24.06 (16.18)
�2 (x1) 46.34 (26.12) 19.36 (66.10)
�3 (x2) -71.33 (31.19) 32.73 (57.31)

Observations N = 112; T = 11 N = 101; T = 12

Notes: The table presents the results from estimating the structural model presented in
Section 4 for the Preserved Fruits and Vegetables industry (SIC 203) over the time periods
1987-1997 and 1992-2003. We �nd that the average level of sunk costs associated with
entering foreign markets facing this industry s declined somewhat over the period from
� $3:3million to� $2:2million. Mean estimates of foreign demand elasticities are consistent
with the �ndings in the literature.
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Table 10: SIC 346 Posterior Parameter Distributions (Means & Std Deviations)

Metal Forgings & Stampings (346)
Parameters 1987-1997 1992-2003

Pro�ts
 01 (intercept) -1.96 (0.29) -1.27 (0.26)
 02 (dom. size dummy) 2.77 (0.38) 2.49 (0.32)
 1 (exchange rate) 0.03 (0.59) 1.07 (0.49)
�1x (root, �rst AR) 0.04 (0.28) 0.60 (0.15)
�2x (root, second AR) 0.92 (0.02) 0.86 (0.05)
�2!1 (variance, �rst AR) 0.13 (0.07) 0.18 (0.09)
�2!2 (variance, second AR) 0.43 (0.08) 0.31 (0.10)
� (foreign elas. premium) 0.12 (0.04) 0.41 (0.06)
�� (root, measurement error) 0.82 (0.02) 0.80 (0.03)
�� (std. error, measurement error) 0.11 (0.01) 0.13 (0.02)

Elasticities of Demand
�� (demand elas., � across plants) 13.26 (6.20) 11.74 (6.84)
�� (demand elas., � across plants) 11.97 (6.45) 8.34 (5.30)

Exporting Decision
s1 (sunk cost, small plants) 4.65 (0.34) 5.35 (0.92)
s2 (sunk cost, large plants) 4.53 (0.44) 5.67 (1.05)
� (mean, "1 & "2 ) 0.55 (0.10) 0.92 (0.40)
�"1 (std. error, "1) 2.35 (0.28) 1.48 (0.54)
�"2 (std. error, "2) 1.59 (0.47) 4.72 (1.47)

Initial Conditions
�0 (intercept) 34.90 (9.48) 38.60 (19.22)
�1 (dom. size dummy) 47.67 (4.05) 45.64 (26.12)
�2 (x1) -63.31 (5.19) 47.79 (45.07)
�3 (x2) -30.17 (7.26) -0.47 (33.91)

Observations N = 704; T = 11 N = 648; T = 12

Notes: The table presents the results from estimating the structural model presented in
Section 4 for the Metal Forgings and Stampings industry (SIC 346) over the time periods
1987-1997 and 1992-2003. We �nd that the average level of sunk costs associated with
entering foreign markets facing this industry s increased somewhat over the period from
� $4:6million to� $5:5million. Mean estimates of foreign demand elasticities are consistent
with the �ndings in the literature.
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Table 11: SIC 372 Posterior Parameter Distributions (Means & Std Deviations)

Aircraft & Parts (372)
Parameters 1987-1997 1992-2003

Pro�ts
 01 (intercept) -0.45 (0.30) -0.33 (0.35)
 02 (dom. size dummy) 2.52 (0.43) 2.54 (0.43)
 1 (exchange rate) -0.06 (1.00) 0.31 (0.49)
�1x (root, �rst AR) 0.22 (0.09) 0.40 (0.08)
�2x (root, second AR) 0.97 (0.01) 0.97 (0.01)
�2!1 (variance, �rst AR) 0.57 (0.08) 0.41 (0.05)
�2!2 (variance, second AR) 0.16 (0.06) 0.19 (0.04)
� (foreign elas. premium) 1.82 (0.13) 2.40 (0.39)
�� (root, measurement error) 0.98 (0.00) 0.98 (0.00)
�� (std. error, measurement error) 1.14 (0.12) 1.38 (0.26)

Elasticities of Demand
�� (demand elas., � across plants) 12.40 (5.44) 12.13 (4.42)
�� (demand elas., � across plants) 12.39 (6.10) 12.25 (5.09)

Exporting Decision
s1 (sunk cost, small plants) 2.10 (0.43) 2.22 (0.49)
s2 (sunk cost, large plants) 2.16 (0.45) 1.99 (0.45)
� (mean, "1 & "2 ) 0.23 (0.05) 0.18 (0.05)
�"1 (std. error, "1) 0.83 (0.36) 0.90 (0.25)
�"2 (std. error, "2) 1.05 (0.29) 0.86 (0.16)

Initial Conditions
�0 (intercept) 50.36 (22.80) 27.68 (16.76)
�1 (dom. size dummy) 8.85 (18.06) 23.72 (19.60)
�2 (x1) -9.95 (19.15) -64.19 (26.86)
�3 (x2) -47.56 (57.80) 53.59 (25.83)

Observations N = 924; T = 11 N = 948; T = 12

Notes: The table presents the results from estimating the structural model presented in
Section 4 for the Aircraft and Parts industry (SIC 372) over the time periods 1987-1997 and
1992-2003. We �nd that the average level of sunk costs associated with entering foreign
markets facing this industry s were relatively stable over time. Mean estimates of foreign
demand elasticities are consistent with the �ndings in the literature.
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Table 12: SIC 382 Posterior Parameter Distributions (Means & Std Deviations)

Measuring & Controlling Devices (382)
Parameters 1987-1997 1992-2003

Pro�ts
 01 (intercept) -0.16 (0.17) -0.06 (0.17)
 02 (dom. size dummy) 0.83 (0.24) 1.47 (0.25)
 1 (exchange rate) -0.83 (0.62) 0.55 (0.45)
�1x (root, �rst AR) 0.16 (0.17) 0.61 (0.07)
�2x (root, second AR) 0.91 (0.03) 0.82 (0.08)
�2!1 (variance, �rst AR) 0.19 (0.06) 0.31 (0.06)
�2!2 (variance, second AR) 0.16 (0.05) 0.10 (0.06)
� (foreign elas. premium) 1.36 (0.07) 2.10 (0.13)
�� (root, measurement error) 0.98 (0.00) 0.98 (0.00)
�� (std. error, measurement error) 0.84 (0.09) 1.11 (0.18)

Elasticities of Demand
�� (demand elas., � across plants) 11.46 (6.68) 10.90 (6.68)
�� (demand elas., � across plants) 8.01 (5.03) 5.88 (3.84)

Exporting Decision
s1 (sunk cost, small plants) 2.84 (0.38) 2.50 (0.54)
s2 (sunk cost, large plants) 2.54 (0.41) 2.63 (0.64)
� (mean, "1 & "2 ) 0.85 (0.33) 1.43 (0.62)
�"1 (std. error, "1) 1.48 (0.29) 1.14 (0.51)
�"2 (std. error, "2) 2.09 (0.81) 4.44 (1.49)

Initial Conditions
�0 (intercept) 40.80 (17.89) 51.39 (21.09)
�1 (dom. size dummy) 28.84 (25.01) -5.80 (18.55)
�2 (x1) 46.72 (24.20) 0.42 (29.67)
�3 (x2) 49.97 (40.25) 64.65 (32.81)

Observations N = 1056; T = 11 N = 828; T = 12

Notes: The table presents the results from estimating the structural model presented in
Section 4 for the Measuring and Controlling Devices industry (SIC 382) over the time periods
1987-1997 and 1992-2003. We �nd that the average level of sunk costs associated with
entering foreign markets facing this industry s were relatively stable over time. Mean
estimates of foreign demand elasticities are consistent with the �ndings in the literature.
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Table 13: Four Digit Subindustries For Structural Estimations

3 Digit SIC Industry 4 Digit SIC Subindustry
Preserved Fruits and Canned specialties (2032)
Vegetables (203) Canned fruits and vegetables (2033)

Dehydrated fruits, vegetables, and soups (2034)
Pickles, sauces, and salad dressings (2035)
Frozen fruits and vegetables (2037)
Frozen specialties, n.e.c. (2038)

Metal Forgings and Iron and steel forgings (3462)
Stampings (346) Nonferrous forgings (3463)

Automotive stampings (3465)
Crowns and closures (3466)
Metal stampings, n.e.c. (3469)

Aircraft and Parts (372) Aircraft (3721)
Aircraft Engines and Engine Parts (3724)
Aircraft Parts and Equipment, N.E.C. (3728)

Measuring and Controlling Laboratory Apparatus and Furniture (3821)
Devices (382) Environmental Controls (3822)

Process Control Instruments (3823)
Fluid Meters and Counting Devices (3824)
Instruments to Measure Electricity (3825)
Analytical Instruments (3826)
Optical Instruments and Lenses (3827)
Measuring and Controlling Devices, N.E.C. (3829)

Notes: The table lists the 4 digit 1987 SIC industries that compose the 3 digit 1987 SIC
industries that we consider for our structural analyses.
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Table 14: Evolution of Nontari¤ Barriers

Tari¤ Lines A¤ected (%)
Category 1994 2004
Price Control Measures 7 2
(antidumping, min import prices)

Finance Measures 2 2
(foreign exchange regs)

Automatic Licensing Measures 3 2
(prior surveillance)

Quantity Control Measures 49 35
(quotas, seasonal prohibition)

Monopolistic Measures 1 2
(sole importing agency)

Technical Measures 32 59
(requirements for testing,
disclosing information, packaging,
certain product characteristics)

Number of Countries 52 97
Number of Tari¤ Lines 97706 545078

Notes: The �gures in the table report the percentage of types of goods (tari¤ lines) that are
a¤ected by each nontari¤ barrier to trade. They are cited from United Nations Conference
on Trade and Development (2005) and support the report�s contention that the technical
barriers to trade have increased substantially over time.
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Fig. 1:  Percentage of US Manufacturing 
Plants That Export

Notes: Figure graphs the average percentage of US manufacturing 
plants that export 1987-2003.  Calculations are based on plants with 
20 or more employees.  Due to concerns about disclosure, estimates 
for 1987 and 1992 are from Bernard and Jensen (2004b). 
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Fig. 2:  Industry Decomposition
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Notes: Figure depicts the percentage of plants with 20 or more employees 
that export for each industry in 1987 and 2003.  See Table 1 for more details.
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Fig. 3:  Geographical Decomposition
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Notes: Figure depicts percentage of plants with 20 or 
more employees that export for each region of the US in
1987 and 2003.  See Tables 2 and 3 for more details.
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Fig. 4:  Average Foreign Sales Per Exporter

Notes: Figure graphs the average level of real foreign sales per exporter by 
year 1987-2003.  To look at percentage changes, estimates are normalized 
such that the value in 1987 equals one.  Calculations are based on plants with 
20 or more employees.  We exclude plants in the Computer and 
Semiconductor industries due to the strong decline in prices over time.  
Increases in this measure are even stronger when including these industries.   
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Fig. 5:  Export Persistence, Entries, and Exits

Notes: Figure depicts the annual percent of plants that enter foreign markets, exit, or keep the same export status 
(domestic or exporter).  In each year, the sample is confined to plants that existed in the prior year, such that % 
Entries + % Exits + % Persist = 100%. Due to changes across ASM sampling frames these figures are limited to 
plants with 250 or more employees. The exit and entry values for 1988-1992 are from Bernard and Jensen (1999) 
Table 7 due to disclosure concerns. 
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