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Then a new CEO came in who
asked, ... "What do we have to
produce by way of results?"
Every one of his store manag-
ers knew the answer, "We

have to increase the amount each shopper
spends per visit." Then he asked, "Do any of
our stores actually do this?" Three or four—
out of 30 or so	 did it. "Will you then tell us,"
the new CEO asked, "what your people do that
gives you the desired results?"'

Introduction

In the above epigraph the managers are
attempting to identify, in a particular context,
the firms which are doing the best job of ac-
complishing the company objectives. Such
firms are known as the best practice firms.
Economists typically make similar inquiries
concerning the production process. They
address the issue by theoretically defining the
best practice firm, empirically identifying it,
determining its resource utilization, and then
evaluating how others compare to it. More
generally, economists, like the new CEO, are
concerned with productive efficiency.

Because of changes taking place in the
banking industry, the importance of efficiency
has increased substantially. As geographic and
product deregulation occurs, the resulting
increase in competition should place banks in a
situation where their success will depend on
their ability to adapt and operate efficiently in
the new environment. Banks unable to do so
will have difficulty surviving.

Most studies of bank efficiency have
concentrated on cost advantages resulting from
the scale of production. In fact, this is probably
one of the most researched topics in banking.'
There are, however, other aspects of efficiency
which students of the industry have just begun
to evaluate. For example, do the producers of
banking services effectively combine their
productive inputs? Once employed, do they
use the inputs effectively? If not, how ineffi-
cient are they? What allows them to continue
to do this and stay in business? Given its im-
portance in the deregulated environment, it is
imperative that the various aspects of bank
efficiency be understood and empirically
analyzed.

In this article we discuss the concept of
efficiency in production, define its various
aspects and the means to measure it, and review
the relevant literature concerning inefficiency
in the banking industry. Our major conclusion
is that there appears to be significant inefficien-
cy in banking. Inefficiency resulting from
operating at an inappropriate scale of operation
is probably in the range of 10-20 percent of
costs. However, by emphasizing the role of
scale, researchers have essentially overlooked a
major portion of bank inefficiency. The evi-
dence suggests that inefficiencies resulting
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from the suboptimal utilization of inputs is
larger than that resulting from other factors.
According to a majority of studies, banks
operate relatively efficiently with respect to the
optimal combination of inputs, yet many are
very inefficient in converting these inputs into
outputs. This inefficient utilization of inputs
accounts for an additional 20-30 percent of
costs. This is particularly interesting because it
implies that, to a great extent, the future viabili-
ty of an individual bank is under its own con-
trol. To the extent that bank inefficiency can be
accurately measured, it appears that the largest
inefficiencies are not the result of regulation or
technology, but result directly from an under-
utilization of factor inputs by bank manage-
ment. This inefficiency will most likely decline
in the future as bankers respond to increased
competitive pressures and strive to become
more efficient. Failing this, the inefficient firms
will become prime merger candidates to be
acquired and restructured.

The article proceeds as follows. In the
next section we define, discuss, and illustrate
the components of production efficiency. We
then evaluate the alternative means to generate
measures of efficiency. A review of the litera-
ture on bank efficiency is then presented. The
final section summarizes and evaluates policy
concerns. We have also included an extensive
reference list for readers interested in more
detailed analysis of productive efficiency.

Production efficiency

The economic theory of the firm assumes
that production takes place in an environment
in which managers attempt to maximize profits
by operating in the most efficient manner
possible. The competitive model suggests that
firms which fail to do so will be driven from
the market by more efficient ones. However,
when natural entry barriers or regulation weak-
en competitive forces, inefficient firms may
continue to prosper. That is, true firm behav-
ior may vary from that implied by the competi-
tive model as managers attempt to maximize
their own well-being instead of profits, or find
that they are not required to operate very
efficiently to remain in business.

Variations from productive efficiency can
be broken down into input and output induced
inefficiencies. By input inefficiency we mean
that, for a given level of output, the firm is not
optimally using the factors of production .

Overall input inefficiency resulting from the
suboptimal use of inputs can be decomposed
into allocative and pure technical inefficiency.
Allocative inefficiency occurs when inputs are
combined in sub-optimal proportions. Regula-
tion is typically given as a major reason for this
occurrence. Pure technical inefficiency occurs
when more of each input is used than should
be required to produce a given level of output.
This occurrence is more difficult to explain, but
is typically attributed to weak competitive
forces which allow management to "get away"
with slackened productivity. Combining these
two notions of inefficiency we get the overall
inefficiency resulting from the improper use of
inputs.' The distinction between the two types
of inefficiency is important because they may
be caused by totally different forces.

Productive efficiency requires optimizing
behavior with respect to outputs as well as
inputs. With respect to outputs, optimal behav-
ior necessitates production of the level and
combination of outputs corresponding to the
lowest per unit cost production process. An
optimal output level is possible if economies
and diseconomies of scale exist at different
output levels. Economies of scale exist if, over
a given range of output, per unit costs decline
as output increases. Increases in per unit cost
correspond to decreasing returns to scale. A
scale efficient firm will produce where there are
constant returns to scale; that is, changes in
output result in proportional changes in costs.
Because it involves the choice of an inefficient
level, scale inefficiency is considered a form of
technical inefficiency. Thus total technical
inefficiency includes both pure technical and
scale inefficiency; that is, inefficient levels of
both inputs and outputs.

Additional cost advantages may result from
producing more than one product. For example,
a firm may be able to jointly produce two or
more outputs more cheaply than producing
them separately. If the cost of joint production
is less than the cost resulting from independent
production processes, economies of scope are
said to exist. Diseconomies of scope exist if
the joint production costs are actually higher
than specialized or stand-alone production of
the individual products.

A final point should be mentioned concern-
ing the various categories of inefficiency. Pure
technical inefficiency is entirely under the
control of, and results directly because of, the
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behavior of the producer. Output inefficiency
and allocative inefficiency may, from the
perspective of the firm, be unavoidable. For
example, a firm optimally using factor inputs
may find that per unit cost declines over the
entire range of market demand. While increas-
ing production would generate cost savings or
efficiencies, the characteristics of market
demand may not justify it. Failure to exploit
scope advantages may also result from factors
outside of the control of the firm. In banking,
the array of allowable activities is obviously
constrained by regulation. This may preclude
potential gains from the joint production of
various financial services. Finally, as men-
tioned earlier, allocative inefficiency may occur
as a direct result of regulation. For example,
during the 1970s, banks were restricted with
respect to the explicit rates they could pay
depositors. As market rates rose above allow-
able levels, banks frequently substituted implic-
it interest payments in the form of improved
service levels; for example, more offices per
capita or per area, see Evanoff (1988). This
resulted in an over-utilization of physical
capital relative to other factor inputs. In this
case, regulation was the driving force behind
the resulting allocative inefficiency. The point
is that much inefficiency may be beyond the
control of the individual firm.

In the following sections we illustrate the
inefficiencies described above and discuss
alternative methods used to empirically capture
them. The reader who is most interested in an
analysis of efficiency in banking may skip
directly to the section entitled "The role of
production inefficiency in banking: A survey
of the literature."

Illustrating input efficiency
The notions of input inefficiencies can be

illustrated as shown in Figure 1. Assume that x,
and x2 are two factor inputs required to produce
a single output, y. Isoquant /-/' depicts various
efficient combinations of the two inputs which
can be used to produce a specific level of
output, y,. Isoquants further to the right corre-
spond to higher levels of output, those to the
left to lower levels of output. For example, the
output level associated with isoquant 11-11' is
less than y i . For a given set of input prices, the
isocost line, P-P' , represents the various combi-
nations of inputs which generate the same level
of expenditures. Isocost lines further to the right

correspond to higher level of expenditures on
inputs. The slope of the isocost line is, obvi-
ously, determined by input prices.

If the objective of the producer is to pro-
duce a particular level of output at minimum
cost then the optimal input combination in
Figure 1 is at point E. That is, given factor
prices, output y, can be optimally produced by
employing x units of input x, and x2° units of
input x2. Any other combination of the inputs
along the P-P' isocost line would generate less
output for the same cost. For example, the
input combinations corresponding to points W
or Z would result in similar expenditures on
inputs, but generate the lower level of output
associated with isoquant 11-11' . Alternatively,
the production of y, using any combination of
inputs other than that corresponding to point E
would cost more. Therefore, at point E, input
efficiency exists.°

To illustrate input inefficiency, suppose
that the observed combination of inputs used by
a particular firm to produce y, is at point A in
Figure 1. We know that inefficiency exists
because E was shown above to correspond to
the most efficient combination of inputs to
produce y1 . Comparing the input utilization at
point A to that at E we can derive the level of
inefficiency resulting from the suboptimal use
of inputs. In order to illustrate allocative and
pure technical inefficiency, we have drawn a
line from the origin to point A. Along this line
different levels of factor inputs are employed
but the ratio between the two inputs is fixed at
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FIGURE 2

Pure technical efficiency measured
in terms of outputs

ou put
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the actual ratio (that is, the ratio at point A).
Reference points along this line and on isoquant
I-1' and isocost line P-P' are highlighted.
Consider allocative inefficiency first. Point C
represents a level of costs equal to that of the
efficient production process at point E because
it is on line P-P' . Point B corresponds to an
output level equal to y1 because it is on isoquant
I-1'. Therefore, the distance CB corresponds to
additional production expenses resulting from
the suboptimal allocation of inputs. That is,
allocative inefficiency exists because we are
not on the isocost line, P-P' . Formally, OC/OB
is a measure of allocative efficiency. Values
less than 1.0 reflect inefficiency. 5

For this same example, we can also depict
pure technical inefficiency resulting from
producing at point A. We have seen that
producing y 1 using .,rai and x2" involves allocative
inefficiency because point A is to the right of
line P-P' and ray OA does not go through point
E. However, there is additional inefficiency
because point A is above isoquant /-/'. That is,
the combination of inputs associated with point
A should enable the firm to produce a level of
output greater than y1 . (It should be able to
produce output y3 corresponding to isoquant

.) Given that the isocost line depicts total
expenditures used in production, distance CA
constitutes a less than optimal usage of all
inputs and corresponds to additional production
expenses. Therefore, overall input inefficiency
is measured as OCIOA. Because OC/OB is
attributed to allocative inefficiency, the remain-
ing portion, OB/OA, can be attributed to pure
technical inefficiency. Since these are radial
measures, overall input inefficiency is the
product of the two subcomponents, that is,
OCIOA = (OC/OB) • (OB/OA).

The pure technical inefficiency shown in
Figure 1 can also be illustrated in terms of
output, instead of input, using a total output or
total product relationship as depicted in Figure
2. The ratio of input usage, x1/x2, is held fixed
by assumption in Figure 2 to represent input
combinations along the ray OA in Figure 1.
Since the fixed input ratio precludes the analy-
sis of allocative efficiency, we are analyzing
only pure technical efficiency. Because changes
in inputs result in proportional changes in
output (the total product curve is linear) we
have constant returns to scale as was assumed
in Figure 1. Employing AT units of input x i we

could produce an output level y if the inputs
were fully utilized. This corresponds to point B
in Figure 1. Similarly, using xal units of input xi
we should be able to produce y3. Again, this
corresponds to point A in Figure 1. However, if
inputs are not used effectively, that is if techni-
cal inefficiency exists, the resulting production
point will be below the total product curve.
That is, pure technical inefficiency occurs when
we operate beneath the total product relation-
ship. For example, the pure technical ineffi-
ciency depicted in Figure 1 corresponds to that
found at point G in Figure 2, where inputs are
under-utilized and x", only generates an output
level of y1 . If we are producing y at point A in
Figure 1 or, equivalently, at point G in Figure
2, pure technical inefficiency is measured with
respect to inputs as OB/OA and with respect to
outputs as AG/AM. The inefficiency measures
are equivalent. This illustration is important
because it indicates that technical inefficiency
can be measured in terms of either inputs or
outputs. Below we drop the constant returns to
scale assumption and expand on this output
inefficiency measure.

Illustrating output efficiency

Point E in Figure 1 corresponds to the least
cost, most efficient means to produce y1 . How-
ever, because of particular characteristics of the
production technology, this level of output may
not be the optimal one to produce. For exam-
ple, it may be that over a certain range of
outputs, economies of scale exist. Production
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FIGURE 3

Technical efficiency with
varying returns to scale
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Pure technical efficiency in
terms of costs

efficiency, therefore, requires optimal decisions
concerning both input and output levels. In
Figure 3 we have dropped the assumption of
constant returns to scale. The production
process is now characterized by increasing
returns up to point R, constant returns at R, and
decreasing returns at output levels above R.
Now the firm corresponding to point G in
Figure 3 is technically inefficient for two
reasons. First, there is pure technical ineffi-
ciency resulting from the under-utilization of
inputs; that is, we are beneath the total product
curve. If inputs are fully utilized, input
should produce the higher output level corre-
sponding to point M, that is, y3 . Second, we
have decreasing returns to scale at the current
level of output since the production process is
not represented as the linear relationship OH.
The output not produced because of scale
inefficiency can be measured as HM. This
output is what could have been produced if
inputs were used efficiently and constant
returns to scale existed at this output level.
Therefore, for the input usage depicted at point
A, the input efficient firm could produce at
point M, and the input and scale efficient firm
could produce at point H. As explained above,
scale inefficiency is generally considered a
form of technical inefficiency because it in-
volves the choice of an inefficient level. Thus,
total technical inefficiency includes pure
technical and scale inefficiency; that is, ineffi-
ciency in the use of both inputs and outputs.

Figure 4 depicts the reference points just
discussed in Figure 3 in terms of production
cost. The total product relationship in Figure 3
corresponds to the average cost relationship
depicted in Figure 4. Points H and R each
correspond to constant returns to scale and,
therefore, correspond to minimum points on
average cost relationships. Total technical

inefficiency can be depicted here as the ratio of
the average costs. For the example just dis-
cussed, total technical inefficiency is equal to
AC HIACG. The alternative measures of ineffi-
ciency illustrated in Figures 1 through 4 are
equivalent and correspond to the alternative
means of calculating inefficiency estimates
commonly cited in the literature.

In the above discussion we assumed the
production of a single output for illustrative
purposes. Additional cost advantages may
result from multiproduct production. For
example, economies may exist for the joint
production of two or more outputs, relative to
the stand-alone production of the individual
products. That is, scope advantages may exist.
More formally, economies of scope exist in the
joint production of Q1 and Q 2 if

(1) 	 + C2] > C12

where C 1 and C, are the cost of producing Q 1

and Q, independently (that is, as stand-alone
processes), and C12, is the cost of joint produc-
tion. With multiproduct production, some
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A multiproduct cost relationship

fixed cost of production can be spread across
the outputs and there may be synergies when
the two products are produced jointly. A
multiproduct cost relationship which exhibits
production synergies between the two outputs,
y 1 and y2 , is illustrated in Figure 5. Joint pro-
duction moves the cost off the "lip" of the
relationship onto the inner surface. Potential
cost gains obviously exist.

Measuring production inefficiencies

The relationships depicted in the above
figures, as well as all standard textbook presen-
tations of the production process, present
extreme values; that is, the maximum output
that can be produced from a given set of inputs,
or the minimum cost required to produce a
given level of output. However, when attempts
are made to generate estimates of the produc-
tion process we typically abstract from the
extreme values. The traditional approach to
evaluating the production process is to assume
the standard competitive model is appropriate
and to estimate an average production, cost, or
profit function. 6 Realizing that this restrictive
model may not adequately describe the produc-
tion process (and definitely avoids efficiency

issues), methods have been developed which
allow for variations in this approach. We
discuss these variations in this section. The
methodologies differ from each other in a
number of ways, not the least of which is a
result of differences in assumptions imposed in
the analysis. The restrictiveness of these
assumptions is determined by the individual
data sets. Each of the methods discussed here
is superior to the basic competitive model as
long as the assumptions employed are correct.
More will be said about this later.

While the concept of firm efficiency is
rather straightforward, various difficulties are
encountered when attempting to measure it.
Essentially, one needs to derive the best prac-
tice firm, or the production frontier which
depicts the maximum performance possible by
firms, and contrast existing firms to this stan-
dard. Ideally, we would compare firm perfor-
mance to the true frontier, however, the best
that can be achieved is an empirical frontier or
best practice firm generated from the observed
data. Once the best practice firm is established,
input related pure technical and allocative
efficiency, and output related scale and scope
efficiency, can be analyzed. For example,
assuming constant returns to scale in Figure 1,
all firms can be compared to one producing at
point E.

Differences in estimates of firm efficiency
typically result from different means of gener-
ating the best practice firm. There are two
general approaches used to model this relation-
ship. First, the parametric or econometric
approach employs statistical methods to esti-
mate an efficient cost frontier. Second, the
nonparametric or deterministic approach is
based on the linear programming approach for
optimal allocation of resources called data
envelopment analysis (DEA). This technique is
used to directly generate individual frontiers for
each firm. Below we discuss alternative meth-
odologies within these two broad categories.

It should be emphasized that empirical
measures of inefficiency are no different from
estimated parameters in any economic model.
The model may mistakenly reflect measure-
ment errors or specification errors for produc-
tive inefficiency. As the literature on banking
develops, more comprehensive models should
be analyzed.
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Parametric approach: Shadow
price models

To generate estimates of allocative effi-
ciency, one can use the parametric approach
developed by Lau and Yotopoulos (1971) and
refined by Atkinson and Halvorsen (1980,
1984). 7 This method assumes that firms are
combining the factor inputs correctly, but that
the combination is not necessarily based on
observed prices. Rather, there are factors in
addition to explicit market prices which enter
the firm's employment decision process. These
additional factors are combined with the explic-
it prices to generate shadow prices which are
more comprehensive and which determine
factor utilization. These additional factors
typically include distortions induced by union-
ism, regulation, or managerial goals other than
profit maximization. These alternative goals
may include profit satisficing or expense
preference behavior.8

More formally, a basic contention of
economic theory is that, in competitive mar-
kets, the optimal level of employment for each
factor of production can be determined by
employing additional units until the last dollar
spent on each factor yields the same amount of
productivity. That is,

	

f. 	 f.
(2) L. , for i j = 1, , m,

P. P.

wheref.af ax, is the marginal product of
input i, and P i is the price of input i, or

f P.

	

(3)
f
	, for i j = 1,	 , m,

Pi

where f /4 is the marginal rate of technical
substitution between the inputs. This relation-
ship corresponds to the tangency of the isoquant
and the isocost curve (point E) in Figure 1.

Given input prices and the predetermined
level of output as the only constraint, the
optimal combination of inputs, as in Equation
(3), can be derived to minimize cost. However,
if additional constraints exist (for example,
regulatory constraints), they need to be ac-
counted for and incorporated into the optimiza-
tion process. Concerning the employment
decision, Equation (3) becomes

f P*(4) L = ± , for i j 1, , m,
f.1

where P; is the effective or shadow price of
input i, and the marginal rate of technical
substitution between the inputs is set equal to
the ratio of the shadow prices of the inputs.
Given competitive markets and the absence of
additional binding constraints, shadow and
actual prices are equal and the employment
decision is not affected.

Because the shadow prices of the inputs are
not directly observable, Lau and Yotopolous
developed a means to estimate them along with
other parameters of the cost relationship.
Assuming shadow prices are proportional to
market prices, shadow prices can be approxi-
mated by

(5) P: =103,, for i = 1, , m,

where k, input-specific.' Again, if the addi-
tional constraints are not binding, all shadow
prices equal the respective market prices, that
is, k, = 1 for all i.

Standard econometric techniques can then
be used to generate cost estimates employing
the additional information. That is, the stan-
dard cost structure

(6) C = C(P, Q, Z),

where C depicts costs, Q outputs, P explicit
factor prices, and Z additional pertinent exoge-
nous variables, is replaced with

(7) Cs = Cs(kP, Q, Z),

where kP denotes shadow factor prices, and k is
estimated along with the other parameters in
the cost function.°

The shadow price model also allows one to
calculate the optimal (unobserved) input combi-
nation given observed prices, P. This combina-
tion is relevant for measuring the cost differ-
ences resulting from production under competi-
tive conditions and those when additional
binding constraints exist. In the banking
industry, these additional constraints are typi-
cally thought to be regulatory induced. The
cost differences can be determined by contrast-
ing costs when market prices equal shadow

FEDERAL RESERVE BANK OF CHICAGO
	 17



prices (k = 1) to that found using the estimated
shadow prices (k = k where k denotes the
estimated value for k). The difference between
the two cost values will be the result of combin-
ing inputs in a suboptimal manner.

Estimation of the cost function will yield k,
values which can be considered to reflect the
effect of binding constraints on average. Ideal-
ly, the k measure would be firm specific.
However, statistical problems typically make
this prohibitive in terms of the degrees of
freedom required for the estimation procedure.
All the parametric approaches cited below have
this same shortcoming. Some progress toward
resolving this shortcoming has recently been
made; see Evanoff and Israilevich (1991,
1990a).

One of the advantages of the shadow price
model approach is that it allows for the estima-
tion of returns to scale and scope along with
allocative efficiency. However, pure technical
efficiencies can not be measured by this ap-
proach although, as discussed later, this short-
coming can also be partially resolved.

Parametric approach: Stochastic
cost frontiers

Another more comprehensive parametric
approach for measuring efficiency is to use
stochastic frontier models. With this approach,
the cost frontier is empirically estimated and
firm specific deviations from the frontier are
attributed to productive inefficiencies. A
number of alternative parametric techniques
can be used to generate the frontier. The major
difference between these techniques is in the
maintained assumptions which, obviously, can
produce significantly different results. The
restrictiveness of these assumptions is deter-
mined by the individual data sets. Here we
summarize alternative parametric methods used
to develop the frontier.

Using a parametric approach, the standard
cost structure is typically generated by impos-
ing a specific functional form on the data and
obtaining the "best fit" by minimizing devia-
tions from the estimated structure. For exam-
ple, the estimated total cost relationship may be
fitted to the data to produce a relationship such
as TC in Figure 6. However, when evaluating
efficiency, we are interested in the best practice
firm or the cost frontier. We are not interested
in the average relationship, rather we are
looking for a minima in the data. Therefore,

adjustments to the standard estimation proce-
dures are required. Typically the standard
parametric procedure is adjusted by employing
a more complex error structure. A "composed"
error can be used which consists of two compo-
nents: one is the standard statistical noise
which is randomly distributed about the rela-
tionship, and the other consists entirely of
positive deviations from the cost structure (that
is, a one-sided disturbance term) and represents
inefficiency." Stated crudely, the resulting
frontier is simply a transformation of TC in
Figure 6 (shifted downward) to generate the
best cost relationship instead of the average
relationship.

For example, and more formally, assume a
stochastic frontier model which consists of the
following cost and share equations:

(8) lnCh=lnCh+lnT h +lnA+uh ;

(9) = 	 + + u th , for i = 1, 	 , m;

13 th

where In denotes the natural log, and CA, and MAh

are observed cost and factor shares for firm h.
Ch is the lowest production cost relationship or
the cost frontier, 1n7,, reflects additions to cost
resulting from pure technical inefficiency, MA
reflects additions to cost resulting from alloca-
tive inefficiency, and u, is a random error. A MF
is the efficient share equation, b, depicts share
distortions resulting from allocative inefficien-
cy, u th captures random distortions from effi-
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cient shares, and B h is the composed error term.
Measures of technical inefficiency are

calculated as firm specific deviations from the
frontier and are derived from the additional
error term discussed above. Since technical
inefficiency can result only in increases to total
cost, this error structure must consist entirely of
non-negative values. That is, this component of
the error structure is one-sided relative to the
frontier. Choice of a specific one-sided distri-
bution could obviously influence the empirical
results."

As with the shadow price model, allocative
inefficiency is computed as an average for the
sample and is not firm specific. InA is non-
negative as deviations from use of the optimal
combination of inputs can lead only to addi-
tions to cost. However, b, can be positive or
negative suggesting over- or under-utilization
of a particular input.

Obviously, InA and h are related because
suboptimal combinations of factor inputs (b, #
0) result in additions to cost. However, empiri-
cally modeling this relationship is problematic.
One standard means to do it is to impose
restrictions on the relationship reflecting prior
knowledge. For example, assuming increased
costs occur only when mistakes are made (A =
0 only when b,=-. 0), and that large mistakes
cost more than small ones, one can impose a
relationship between allocative mistakes and
cost increases:13

(10) In A = b' F

where F is a diagonal matrix with nonnegative
elements. Positive elements of F represent
weights for each b,. For example,fii represents
the relative effect of allocative distortions from
factor i on the increased production costs. To
summarize, the additional cost of allocative
inefficiency is a weighted sum of squared
mistakes from the misallocation of each input.
The (nonnegative) weights are additional
parameters to be estimated.

An alternative approach to generate a cost
frontier is to utilize a cost structure consisting
of cost and share equations, but to sever the
link between the error terms of the cost and
share equations. That is, the share equations
are used only for efficiency gains in parameter
estimation; not to link suboptimal combinations
of inputs to increases in cost. Under this

approach, both allocative and technical ineffi-
ciencies are depicted as one-sided errors from
the cost frontier. Therefore, the estimated
system of Equations 8 and 9 becomes

(11) ln 	 = ln CF, + + u„

(12) Mn = 	 + u ih , for i = 1, 	 , m,

where the error term depicting inefficiency, v h ,
can be decomposed into its two components
(that is, MT + InA) using techniques developed
by Kopp and Diewert (1982) and refined by
Zieschang (1983). This approach essentially
ignores information concerning the relationship
between disturbances in the cost and share
equations, but is easier to work with than the
above approach and does not necessarily
generate results inferior to more complicated
linkage approaches. This is particularly true if
the more complicated approach, which is
typically based on a set of untested assump-
tions, incorrectly models the linkage.

This attempt to simplify the methodology
brings us to the most recent approach intro-
duced by Berger and Humphrey (1990). These
authors take the view that the preceding meth-
odologies impose rather restrictive ad hoc
assumptions concerning the data, the validity of
which are questionable. For example, the
assumed linkage between the error structure in
the share cost equations, discussed above, could
be inaccurate as could the assumptions con-
cerning the one-sided error distribution. To
partially remedy these problems the authors
developed a "thick frontier" approach. Instead
of imposing restrictive characteristics on the
cost relationship to generate a true frontier or
frontier edge, a thick frontier is estimated from
a subsample of the data which, based on a
priori information, is considered to be an
efficient subgroup. This group is then com-
pared to another group which, based on a priori
information, is considered an inefficient sub-
group. Therefore the authors are able to relax
the restrictive assumptions employed in the
methodologies discussed above, but at the cost
of using a somewhat ad hoc means to catego-
rize the data into efficient and inefficient
groups.

This approach was implemented using
banking sector data by assuming subgroups
could be delineated based on their average cost
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per dollar of output. The data were then strati-
fied by size and divided into quartiles and the
lowest and highest cost quartiles were contrast-
ed. After accounting for differences resulting
from market characteristics, the remaining
differences between the two groups were
assumed to constitute inefficiency. This can be
distributed into its allocative and technical
components using procedures similar to those
of Kopp and Diewert discussed above. Obvi-
ously, this approach lacks precision and also
imposes some rather ad hoc assumptions to
develop the subgroups and produce the frontier.
However, the assumptions may be less restric-
tive than those made in the more elaborate
models discussed above. In fact, some of the
maintained assumptions in these models were
statistically tested and rejected by Berger and
Humphrey. As a result, the relatively easy-to-
implement approach may perform quite well in
generating a rough measure of the extent of
production inefficiency in an industry. 14

Nonparametric approach

While intuitively appealing, and somewhat
similar to the procedures commonly used to
estimate standard cost relationships, the para-
metric approaches have been criticized for
requiring more information than is typically
available for estimation of the cost frontier. In
an attempt to decrease the required information,
some have chosen to use a nonparametric,
linear programming approach known as data
envelopment analysis (DEA).

Although there are various permutations to
the DEA approach, the basic objective is to
"envelop" the data by producing a piecewise
linear fit via linear programming techniques.
That is, instead of using regression techniques
to fit a smooth relationship, a piecewise linear
surface is produced which borders the observa-
tions, for example, the broken line q.-q. in
Figure 7. The technique identifies observations
for which the firm is producing a given level of
output with the fewest inputs. These will be
observations on the frontier. All other observa-
tions will be given an efficiency measure based
on the distance from the frontier and indicating
the extent to which inputs are being effectively
utilized. This is comparable to the measure of
pure technical inefficiency, OB/OA, for obser-
vation A in Figure 1.

The technique allows for the derivation of
a frontier for each firm in the sample based on

the output and input utilization of all firms in the
sample. As a simple example for the two input,
one output case, the linear programming problem
for technical inefficiency could be written as

(13) Min OA ,

subject to qA 	 q1 + 112 q2 + 	 + qn

cyx, 111)( +112 x l2 	[V x7

OAX A2s 	)( + p,2 + 	 + 	 x3

11, 1 0,

where OA is the fraction of the actual inputs
which could be used to optimally produce the
given level of output, qA, for observation A; x,
and x2 are quantities of the two inputs; 	 are the
weights generated for each observation via the
linear programming optimization process to
obtain the optimal value for 0; A is the observa-
tion we are evaluating, and superscripts denote
individual firms. Again, OA OB/OA for firm
A in Figure 1 or Figure 7. Therefore, we are
finding the lowest fraction of the inputs used
which would produce an output level at least as
great as that actually produced by firm A.
Additional linear programs can be solved to
derive allocative inefficiency. A more complete
description and an example of DEA analysis
which has been applied to the banking industry
is presented in the Box.
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Example of a data envelopment analysis (DEA) program applied to banking

Technical inefficiency is measured as the
difference between the observed behavior of bank A
to that which would occur if bank A were on the
production frontier. Therefore, the unobserved
frontier must be projected. This is done via DEA
analysis by developing a program which determines
the minimum required amount of inputs necessary
for bank A to produce as much, or more, of each of
the outputs currently being produced. The input
vector is chosen based on the observed behavior of
the sample firms. Again, this reduces to a linear
programming problem. For example, for bank A, the
technically efficient combination of inputs is deter-
mined as

(1) Min OA ,

H

s.t. 	 5E 1,th • c:,
h=1

OA. xA
�E 1.th xih ,

•

h=1

H

zAS Eµh •zh,
h=1

zA �,E µh •• es ,
h=1

i = 1, 	 , m,

j = 1, 	 , n,

s 	 1, 	 , s r ,

s = 	 'S'

H

1.th � 0, h = 1, 	 , H, E 1,th = 1,
h=1

where OA is our radial measure of technical efficien-
cy for firm A, q, is the output vector, p!' is a vector of
weights assigned to each observation (an intensity
vector) which determines the combination of tech-
nologies of each firm to form the production frontier,
xh is the observed amount of input j used by firm h,
and z is a vector of additional exogenous variables.'
There are two types of these exogenous variables;
those that need to be maximized, 4 for s = 1, , sr ,
and those that should be minimized, z" for s = s + 1,

, S. An example of these exogenous variables in
banking would be the number of branch offices.
Banks would, ceteris paribus, want to minimize the
number of branch offices required to provide a given
level of output. The output of each firm in the
sample is weighted in such a way that the combina-
tion of observed outputs, i, is not less than the output
actually produced by firm A. Thus the frontier for
firm A is constructed as a weighted technology from
the sample. If OA = 1, then firm A is as efficient as
any firm in the sample, that is, firm A is on the
frontier. If OA < 1 then firm A is inefficient.

Allocative inefficiency for firm A can be
derived by determining overall inefficiency and

technical inefficiency, and then taking the difference
between the two. To determine overall inefficiency,
take the observed input prices wA faced by the bank
A and assume cost minimizing behavior:

(2) Min„A E WA • xA,
j= ,

i = 1, 	 ,m,

j = 1, 	 , n,

s = 1, 	 , Sr ,

s = s r.„ 	 , S,

H

� 0, h = 1, , H, E )th = 1.
h=1

The optimization process determines the mini-
mum input vector, xA* for the observed price vector
rvA. Scalar wA• xA* is the minimum production cost
for the vector of outputs qA. Overall inefficiency for
any firm, h, is therefore the ratio of cost of the
observed and the best practice bank: 2

(3) Oh = (wh • xh) / (wh • xh*) —1.

The difference between the costs of technically
efficient production and overall efficient production
determines the cost resulting from allocative ineffi-
ciency. That is, A' = [(wh • Oh* • xh)/ (wh • x")] —1 is
an index of allocative inefficiency for firm h, and
Oh* is the optimal value of Oh determined in
Equation (1). 3

FOOTNOTES

'The sum of the weights 1.th used in the optimization
process is restricted to unity to allow for varying
returns to scale. See Afriat (1972). The appropriate
number of constraints for exogenous variables is
difficult to determine and the estimated inefficiency
for a given model typically varies inversely with the
number chosen.
2The inequality in the linear program implies free
disposability of both inputs and outputs.
'Technical inefficiency, determined in Equation 1,
obviously is the difference between overall and
allocative inefficiency: Th = Oh —Ah.

H

s .t.	 I-th • c: ,
h=1

X Ai 	E 1.1h x jh
h=1

H
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h=1

H

� 	 ith • zho
h=1
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Comparison of the parametric and
nonparametric approaches

Using either the parametric or DEA ap-
proach, the goal is to generate an accurate
frontier. However the two methods use signifi-
cantly different approaches to achieve this
objective. Because the parametric approach
generates a stochastic cost frontier and the DEA
approach generates a production frontier, and
because the methodologies are fundamentally
different, one should expect differences in the
efficiency projections. Which methodology is
preferable?

There are advantages and disadvantages
with each of the procedures. The parametric
approach for generating cost relationships
requires (accurate) information on factor prices
and other exogenous variables, knowledge of
the proper functional form of the frontier and
the one-sided error structure (if used), and an
adequate sample size to generate reliable
statistical inferences. The DEA approach uses
none of this information, therefore, less data is
required, fewer assumptions have to be made,
and a smaller sample can be utilized.'s Howev-
er, statistical inferences cannot be made using
the nonparametric approach.

Another major difference is that the para-
metric approach includes a random error term
around the frontier, while the DEA approach
does not. Consequently, the DEA approach
will account for the influence of factors such as
regional factor price differences, regulatory
differences, luck, bad data, extreme observa-
tions, etc., as inefficiency. 16 Therefore, one
would expect the nonparametric approach to
produce greater measured inefficiency." The
importance of this difference should not be
understated because single outliers can signifi-
cantly influence the calculated efficiency
measure for each firm using the DEA approach.

Obviously, one would like to be able to
take comfort in the fact that either approach
generates similar results. This is more likely to
occur if the sample analyzed has homogeneous
units which utilize similar production process-
es. However, similar results have not been
found in the literature. In fact, it is common for
studies contrasting results produced from the
two methodologies to find no correlation
between the efficiency estimates. This has also
occurred in studies of efficiency for the banking
sector. We next review some of that literature.

The role of production inefficiency in
banking: A survey of the literature

In this section we review the literature on
productive efficiency for financial institutions.
Most of the studies reviewed, particularly those
analyzing input efficiency, were conducted
recently and involve flexible functional forms
and state of the art research techniques. For a
more comprehensive review of much of the
earlier literature on output efficiency, which
typically utilized somewhat restrictive function-
al forms and single output measures, the reader
is referred to Gilbert (1984).

Output efficiency

The production process has been one of the
most extensively investigated topics in banking.
A major purpose of most of these studies has
been to obtain estimates of scale elasticities,
that is, to evaluate how bank costs change with
changes in the level of output'8 More recently,
efforts have also been made to estimate econo-
mies of scope; that is, advantages from the joint
production of multiple outputs.

Concerning scale economies, if changes in
bank costs are proportional to changes in output
then the scale elasticity measure equals 1.0 and
all cost advantages resulting from the scale of
production are being fully exploited. If the
changes are not proportional, that is, varying
returns to scale exist, then efficiency gains
could be obtained by leaving the production
process unchanged, but altering the quantity of
output produced. Scale elasticities less than
one imply that increases in output would
produce less than proportional increases in
costs. Efficiency gains, therefore, could be
obtained by increasing the scale of production.
This is typically a justification given for bank
merger activity. Efficiency gains could be
obtained by reducing production levels if
decreasing returns to scale exist; that is, the
scale elasticity is greater than 1.0.

Although much effort has been spent
evaluating scale economies, it is one of the
most disagreed upon topics in banking. For
example, a number of studies find cost advan-
tages from size to be fully exhausted at relative-
ly low levels of output. Even when potential
economies exist they appear to be relatively
small. Some of these studies are summarized in
Table 1 which presents the estimated scale
elasticity for the average bank in the sample,
the range of the estimates for all banks, and the
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TABLE 1

Economies of scale estimates for small banks

Author
Scale elasticity

at sample mean'

Range of
scale elasticity

measure

Relevant range for
significant scale
(dis)economiesb

Benston, Hanweck U 1.09 0.89 - 1.24 Diseconomies above $25 million
and Humphrey (1982) B 1.10 0.97 - 1.16 Diseconomies above $25 million

Berger, Hanweck U 1.04 0.87 - 1.21 Diseconomies above $100 million
and Humphrey (1987) B 1.03 1.00 - 1.03 No significant (dis)economies

Cebenoyan (1988) U 1.08* 0.88 - 1.39 Diseconomies above $50 million
B 0.97 0.92 - 1.03 Economies above $100 million

Gilligan and
Smirlock (1984)c U 0.99 0.98 - 1.10 Economies above $10 million

and diseconomies above
$50 million

Gilligan, Smirlock
and Marshall (1984)

U 1.03* 0.93 - 1.27 Economies below $25 million
and diseconomies above
$100 million

B 1.02* 0.94 - 1.17 Economies below $25 million
and diseconomies above
$100 million

Kolari and Zardkoohi B (n.a.) 0.99 - 1.02 No significant (dis)economies
(1987) U In.a.) 0.88 - 0 .93 Economies below $100 million

Lawrence and Shay 0.99 0.91 - 0.99 Economies below $100 million
(1986)

'Calculated as (d InC/d MO) for single output measures or E Id InCld InY) for all i=outputs. Benston, Hanweck and
Humphrey (1982) calculated a scale elasticity augmented for output expansion via office expansion.
'In these studies the banks are grouped by deposit size for calculation of the scale elasticity measure. The figures
presented are for the minimum bound on the group where statistically significant (dis)economies were realized.
'Gilligan and Smirlock did not use the FCA data, as did the other studies, but did evaluate institutions similar in size
to those in the FCA sample.
*Denotes statistically significant difference from 1.0.
Note: U and B represent unit and branch bank subsamples, respectively. Many of the studies provided results for
a number of years and/or are based on alternative output measures. When multiple sets of findings were provided,
the results reported here are for the most recent year, based on earning assets as the output measure, and use the
intermediation approach (i.e., dollar value of funds transformed to assets).

level of output at which significant advantages
or disadvantages from the scale of production
occurs. Basically, the results imply that scale
advantages are fully exhausted once an institu-
tion achieves a size of approximately $100-200
million, a relatively small bank in the United
States.° Higher output levels result in either
constant or decreasing returns to scale.

The implications from these results are that
very small banks are inefficient because they
operate under increasing returns to scale, and
inefficiencies may exist for banks above ap-
proximately $100-200 million in deposits. The
extent of the inefficiency, however, would not
appear to be very large: scale elasticities
typically range from .95 to 1.05. These find-

ings would appear to run counter to the argu-
ments typically found in the popular banking
press which imply that merger activity, desires
to expand geographically, and product expan-
sion are all driven by the desire to reap cost
advantages; for example, see Moynihan (1991).

However, this may partially result from the
fact that, until very recently, most of the bank
cost studies excluded large institutions; the very
ones which are most interested in expanding.
Most of the studies presented in Table 1 uti-
lized the Federal Reserve's Functional Cost
Analysis (FCA) survey data which typically
includes only institutions with less than one
billion dollars in assets. Although banks in this
size group constitute over 95 percent of all
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TABLE 2

Results from large bank cost studies

Range of
	

Size at which
calculated
	

economies of
Author
	

scale elasticities'
	

scale are exhausted'

Berger and
Humphrey (1990)
	

0.98 - 1.03'
	

0.3 billion'
0.92 - 1.06'
	

0.08 billion'

Clark (1984)
	

0.95 - 0.96
	

Non-exhausted
through $500millionh

Evanoff and
Israilevich (1990►
	

0.98
	

5.5 billion

Hunter and
Timme (1986)'
	

1.05
	

$4.2 billion'
0.97
	

$12.5 billion'

Hunter, Timme
and Yang (1990)
	

0.86 - 1.14
	

$25.0 billion

Noulas, et al. (1990)
	

0.97 - 1.09
	

$6.0 billion

Shaffer (1988)
	

0.949 	Non-exhausted
through $140 billion''

Shaffer (1984)
	

0.95
	

Non-exhausted
through $50 billionh

Shaffer and David
(1991)' 	 0.92

	
$37.0 billion

*The reported values are based on elasticity calculations for alternative
asset size groups (when available). Statistical significance is not taken
into account for figures reported in this column—that is, the calculated
values may not be significantly different from 1.0 in a statistical sense.
'The values should be considered approximations. The authors
frequently reported scale elasticity measures for a group of banks
covering a relatively broad size range, for example, 10-25 billion. If the
calculated value was insignificantly different from 1.0, then banks up
to $25 billion were said to have constant returns to scale. Unlike the
figures reported in the previous column, whether or not a calculated
scale elasticity is significantly different from 1.0 in a statistical sense
is all important for figures in this column.
'For one bank holding companies. The value is probably biased
downward. This is the sample mean value at which the calculated
scale elasticity was insignificantly different from 1.0.
'For multibank holding companies. See note c.

°Branch bank results for the low cost banks.
'Unit bank results for low cost banks.
'For a $10 billion bank.
'Non-exhausted for the entire sample.

The values are calculated at the sample mean.
Note: Many of the studies provided results for a number of years
and/or are based on alternative output measures. When multiple sets
of findings were provided, the results reported here are for the most
recent year, are based on earning assets as the output measure, and
use the intermediation approach.

banks in the United States, they
constitute only about 30 percent of
the nation's banking assets. It
excludes the larger banks which are
most active in merger activity
(Rhoades 1985) and most vocal
about expanded product and geo-
graphic expansion powers.

Table 2 provides a summary of
results from recent studies which
have analyzed larger financial
institutions; typically in excess of
one billion dollars. The evidence
suggests that scale advantages exist
well beyond the $100-200 million
range. While typically significant
in a statistical sense, the scale
elasticity measure is close to 1.0.
Again, the measures tend to range
from .95 to 1.05. Therefore, the
studies employing data for larger
banks tend to argue against the
finding that inefficiencies resulting
from diseconomies of scale set in at
relatively low levels of output.
However, the most typical conclu-
sion the authors draw from these
bank cost studies is that potential
gains from altering scale via inter-
nal growth or merger activity are
relatively minor. 20

It should be emphasized,
however, that the scale elasticity
measure is not a measure of ineffi-
ciency. This may partially explain
some of the disagreement between
past research studies claiming
potential savings from growth are
not very great because scale elastic-
ity measures are not very different
from 1.0, and the popular banking
press which typically claims that
significant cost savings could be
gained by expanding the bank scale
of operation. Relatively minor
scale elasticity deviations from 1.0
can actually result in nontrivial
inefficiency." To determine poten-
tial gains from scale advantages,
the relative comparison is the production costs
of existing banks to that of the most efficient
sized bank. For example, assuming scale
advantages are exhausted at a $5 billion bank,
how does the production cost for ten existing

$500 million banks compare to that resulting
from the one large bank? The scale elasticity
measure is required to estimate the cost differ-
ence, however it by itself is not a measure of
inefficiency.22
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TABLE 3

Estimated scale inefficiencies in banking

Author
Calculated

scale inefficiency

(percent)

Aly, et al. (1990) 3.3"

Berger and Humphrey (1990) 4.2b
12.7°

Clark (1984) 18.3°

Elyasiani and Mehdian (1990a) 38.9"

Evanoff and [srailevich (1990) 16.6

Gilligan, Smirlock and Marshall (1984) 5.0"
4.3b

Hunter, Timme, and Yang (1990) 26.6

Lawrence and Shay (1986) 5.5

Noulas, et al. (1990) 2.7

Shaffer (1984) 12.0d

k 	 Shaffer (1988) 10.0d

The scale elasticity for the "efficient" firm was .9637 since scale
advantages were not exhausted in the data sample. The calculated
inefficiency would be larger if we extrapolated outside the study
data sample.

'Denotes branch banks.

'Taken directly from the cited study.

"The inefficiency measure is biased downward because data
limitations necessitated using an "inefficient" size bank which was
not the most inefficient in the sample.

uDenotes unit banks.

Note: The reported inefficiencies were derived assuming prices,
exogenous variables, and product mix were constant across banks
(for example, at the sample mean), and that the cost representation
could be approximated by MC= a+ b (InQ) + .5c(In0) 2 (where 0
represents output). Evaluating only inefficiency resulting from
production in the range of increasing returns to scale, the data were
centered about the values of the inefficient bank. Hence, for this
bank, the scale elasticity measure is simply the coefficient b. The cost
of production for the scale efficient bank is InC= a + b IMF • 01+ .5c[ln(F
• 0)]2 where F is the size of the efficient firm relative to the inefficient one.
The scale elasticity for the efficient bank is d InC/d In(F • Q)= b + c In(F •
0) = 1.0. Scale inefficiency is the difference between cost values of the
two banks relative to F, that is, F+ CE/Cs ] -1, where c, and CE denote
costs of the inefficient and efficient bank, respectively. The same
methodology could be used to calculate inefficiency resulting from
production in the range of decreasing returns to scale. In the studies
considered, scale measures are typically reported for various size ranges.
Unless noted, the calculated inefficiency is based on the smallest bank in
the size group in which statistically significant economies of scale
existed, relative to the largest bank in the size category in which
minimum efficient scale existed (that is, the scale measure was not
significantly different from 1.0 in a statistical sense). Details are
available from the authors. By holding product mix constant we restrict
the cost savings to scale effects only; precluding any savings resulting
from altering the mix. This implicitly assumes either that the mix is
actually invariant over the banks considered or that the scale efficient
bank analyzed is equal in size to the scale efficient bank observed in the
data. Given the assumptions employed and the relatively broad size
categories reported in the studies considered, the reported inefficiencies
should be considered rough approximations.

Using the actual scale esti-
mates and sample data from a
number of bank cost studies,
measures of scale inefficiency
were calculated and are presented
in Table 3. The reported ineffi-
ciencies are for banks producing
in the range of increasing returns
to scale. They suggest that poten-
tial gains resulting from scale
inefficiency are not trivial. While
some of the studies suggest ineffi-
ciencies in the range of five
percent, estimates in the 10-20
percent range are not uncommon,
and they range up to nearly 40
percent. The major point is that
although their importance is
typically played down in the bank
cost literature, scale inefficiencies
appear to be significant enough to
warrant efforts by banks to
achieve an efficient scale?'

The evidence concerning
efficiency gains from economies
of scope is not conclusive. Studies
to date typically focus on the
outputs currently produced and
find very slight or no potential for
efficiency gains; for example, see
Benston, et al. (1982), Cebenoyan
(1990), Clark (1988), Hunter,
Timme, and Yang (1990), Law-
rence and Shay (1986), and Mester
(1987). 24 However, the methodol-
ogies used to evaluate advantages
from joint production have typi-
cally been criticized on the
grounds that most functional
forms utilized for bank cost
analysis are ill suited for analyzing
economies of scope. Additionally,
the evaluation of potential effi-
ciency gains is commonly preclud-
ed as a result of regulation. Since
numerous products cannot be
provided by banks, there is no
available quantitative means to
evaluate the joint cost relationship
or potential efficiency gains.

Input efficiency
While much research has

been conducted evaluating output
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efficiency, only recently has input efficiency
been considered. The evidence suggests that the
assumption of input efficiency, common in most
studies of bank production, is typically violated.
Table 4 presents summary findings for recent
studies evaluating input efficiency in banking.

While substantially different techniques were
used in the studies reviewed, the results are
surprisingly similar. Total input inefficiency is
commonly in the range of 20-30 percent, and is
as high as 50 percent in one of the studies. This
implies that significant cost savings could be
realized if bank management more efficiently
utilized productive inputs.

Breaking down the study findings into more
detail, allocative inefficiency is typically found to
be relatively minor and, with one exception,
dominated by technical inefficiency. 25 Evanoff
and Israilevich (1990a, 1990b, 1991) found that
the allocative inefficiency that does exist results

from the overuse of physical capital relative to
other inputs. As mentioned earlier, this is
consistent with expectations since past bank
regulation did not allow price competition in
the market for deposits. As a result, it appears
that banks simply responded by competing
using alternative means such as service levels.
The introduction of numerous branch offices
resulted in brick-and-mortar competition
instead of price competition. While the typical-
ly small allocative inefficiency estimate cannot
be ignored as a potential source of future cost
savings in banking, it does suggest that the
frequent criticism of bank regulation based on
the burden it imposes on the bank production
process may be somewhat exaggerated. Appar-
ently the optimal mix of factor inputs is only
marginally affected by regulation.

The results presented in Table 4 suggest
that the major source of input inefficiency is

TABLE 4

Input inefficiency in banking

Author Approach
Overall input
inefficiency

Allocative
inefficiency

Pure technical
inefficiency

percent 	

Berger and Humphrey (1990)b Parametric 24.8 Minimal
Berger and Humphrey (1990)° Parametric 20.2 Minimal

Elyasiani and Mehdian (1990b) d Parametric 13.6

Evanoff and Israilevich (1990)a Parametric 22.0 1.0 21.0

Evanoff, Israilevich, and Merris
(1990) Parametric 1.8

Ferrier and Lovell (1990) Parametric 26.0 17.1 8.9

Aly, et al. (19901a Nonparametric 50.7 14.9 35.8

Elyasiani and Mehdian (1990a) Nonparametric 11.7

Ferrier and Lovell (1990) Nonparametric 21.0 5.0 16.0

Gold and Sherman (1985)° Nonparametric 27.9

For the 1972-87 period. Subperiods produced different results.
bFor branch banks.

'For the most inefficient decision making unit.
dFor 1980. Scale inefficiency was also calculated to be 38.9%.
°Scale inefficiency was also calculated to be 3.1%.

For unit banks.
Note: The figures presented are the level of inefficiency relative to the firm using its inputs efficiently. The
studies frequently reported inefficiency relative to the observed firm or efficiency as a percentage of input
utilization (see Figure 1 for an illustration of input inefficiency measures). These measures were converted to the
measure presented here. Gaps in the results are due to the fact that not all studies considered all components
of inefficiency.
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pure technical inefficiency. Simply put, firms
use too much input per unit of output. Com-
bined with the finding of relatively small
allocative inefficiency, this implies that bank
managers do a relatively good job of choosing
the proper input mix, but then simply under-
utilize all factor inputs. 26 This inefficiency
obviously cannot be sustained over time if the
banks are subject to competitive forces. Com-
paring the findings summarized in Tables 3 and
4, it is apparent that the inefficiencies resulting
from the suboptimal use of inputs are somewhat
larger than those resulting from producing
suboptimal levels of output. 27

Causes of inefficiency and implications
for the future

There are a number of possible explana-
tions for the inefficiency in banking. Basically,
the expected causes should be the same as those
found in any industry. As discussed earlier,
economic theory suggests that allocative ineffi-
ciency is driven by market distortions from
factors such as regulation. Pure technical
inefficiency may be the result of weak market
forces (induced by market structure or regula-
tion) which allow bank management to become
remiss and to continue their inefficient behav-
ior. Scale and scope induced inefficiency may
be the result of either market or regulatory
forces which make the optimal level and mix of
outputs unachievable. Some analysts would
also argue that bank size should be a determi-
nant of efficiency. According to this argument,
larger banks may have more astute manage-
ment and/or be more cost conscious because of
greater pressure from owners concerning
bottom-line profits. Additionally, these banks
are typically located in the larger, more com-
petitive markets which may induce a more
efficient production process.

The evidence suggests that these forces are
indeed operative in determining efficiency
levels in banking. Analyzing data for large
banks over the 1972-87 period, Evanoff and
Israilevich (1990a, 1990b, 1991) found alloca-
tive inefficiency to be related to alternative
measures of regulatory stringency. It was also
found to be greater in regions characterized by
more restrictive state level regulation, and
significantly less after industry deregulation
occurred in the early 1980s. Allocative effi-
ciency has not been found to be related to bank
size (for example, Aly, et al. 1990). This,

however, should not be surprising since ineffi-
ciency may occur although the bank is operat-
ing efficiently in response to shadow market
prices (that is, those including market distor-
tions).

The evidence also suggests that pure
technical inefficiency is induced by regulation,
and some evidence exists suggesting that it
results from elements of market structure.
Berger and Humphrey (1990) found that the
inefficiency was greater, on average, for banks
located in the more restrictive unit banking
states than those in states allowing branching.
Additional analysis of data used in Evanoff and
Israilevich (1990b) produced similar findings.28

Pure technical inefficiency has also been found
to be negatively associated with bank size
[Berger and Humphrey (1990), Aly, et al.
(1990), Elyasiani and Mehdian (1990a), Ran-
gan, et al. (1988)]. To the extent that small
institutions are located in the smaller, least
competitive markets, the absence of market
pressures could be producing the higher levels
of inefficiency. Aly, et al. (1990) tested this
contention more directly by relating pure
technical inefficiency to bank location. Banks
located in large metropolitan areas were found
to be significantly more efficient than those in
smaller markets, suggesting market structure
may influence efficiency levels. The evidence
here, however, is also not conclusive. It may be
that cost savings realized by urban banks may
exist because the increased population density
makes possible less costly delivery systems.
This cost savings may be interpreted as being
driven by greater market competition in the
urban markets while actually it is simply a
function of demographics.

Scale and scope diseconomies are also
expected to be partially determined by regula-
tory forces. Unit banking restrictions force
banks to expand at one physical location in-
stead of allowing them to expand by opening
additional offices to serve customers. Disecon-
omies of scale may set in at the individual
office causing higher cost for larger single
office institutions. Expansion via new offices
has been shown to be more cost effective.
Review of the findings presented in Tables 1
and 2 indicates that diseconomies of scale are
typically larger in unit banking markets. Anal-
ysis which combines data for both unit and
branch banks usually find that the larger unit
banks typically operate under conditions of
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diseconomies of scale; see for example,
Evanoff, Israilevich, and Merris (1990). Le-
Compte and Smith (1990) also found that
inefficiency resulting from not producing the
proper mix of outputs, and therefore failing to
take advantage of economies from joint produc-
tion, was greater under conditions of more
stringent regulation.

What are the implications of these find-
ings? Given the important role regulation
apparently serves in determining efficiency
levels, the recent trend toward industry deregu-
lation should result in improved efficiency.
Reductions in entry barriers resulting in less
regulatory-created market protection, and fewer
regulatory-induced market distortions should
significantly increase competitive pressures.
The beneficial aspects of increased competition
will be accomplished by weeding out the less
efficient firms. Obviously, in an environment
of deregulation and increased competition,
reducing pure technical inefficiency could be a
major determinant of firm survival.

Merger activity in the financial services
industry will probably increase in the future as
banks strive to compete in the deregulated
market. The deregulation will provide banks
with both the desire and the ability to expand
acquisition activity. Scale inefficient firms will
be absorbed to exploit cost advantages. Firms
whose management does an inadequate job of
utilizing factor inputs may soon find it difficult
to survive in the more competitive market.
They will be required to eliminate the ineffi-
ciency or become prime targets for acquiring
firms looking to "trim the fat" from new acqui-
sitions." Given that pure technical inefficiency
is so significant in banking, and given that it is
the one aspect of efficiency over which the firm
has direct control, one would expect significant
increases in bank productive efficiency in the
coming years.

Summary and conclusions

The purpose of this study has been to
discuss productive efficiency at a conceptual
level and to review the relevant literature for
the banking industry. We categorize efficiency
into input and output related measures. Output
inefficiency results from producing suboptimal

output levels or a suboptimal combination of
outputs. Input inefficiency results from produc-
tion using a sub-optimal input mix (allocative
inefficiency) and not effectively utilizing the
inputs employed (pure technical inefficiency).
A review of existing bank cost studies suggests
that banks have substantial room to increase
productive efficiency and, as a result, to signifi-
cantly lower costs. Although the range of
findings in the studies surveyed is relatively
broad, it is not uncommon to find 10-20 percent
bank scale inefficiency generated by producing
at suboptimal output levels. Allocative ineffi-
ciency is typically found to be relatively minor;
usually less than five percent. Pure technical
inefficiency, however, is apparently quite
significant; in the range of 20-30 percent.
Combining these three effects results in sub-
stantial potential cost savings for banks.

What are the major causes of bank ineffi-
ciency? The evidence suggests that industry
regulation is a dominant source. Allocative
inefficiency, although relatively minor, is
directly induced by regulation. Inefficiencies
resulting from not producing the optimal
combination of outputs have also been shown
to be related to regulation. However, the major
source of inefficiency, pure technical ineffi-
ciency, is managerially induced. That is, the
absence of competitive forces, which is also
influenced by industry regulation, has allowed
banks to continue to operate in spite of the fact
that management has not effectively utilized
the resources available to them.

Given that the industry is undergoing a
process of significant deregulation, the findings
from these studies have both positive and
negative implications for banking. As deregu-
lation continues, the increased competitive
pressures will force banks to operate more
efficiently. Those unable to do so by adjusting
to the new competitive environment will have
difficulty surviving. However, one of the major
sources of inefficiency, pure technical ineffi-
ciency, is directly under the control of the
banks themselves. Therefore, they will have
control of their own destiny. In light of the
recent significant number of branch closings
and cost saving campaigns aimed at reducing
payrolls, it would appear that efforts to improve
bank efficiency are already underway.
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FOOTNOTES

1Drucker (1991).

2However, the research process continues because of
differences in results from previous studies, methodologies,
assumptions, output definitions, etc. For a review of some
of these studies see Gilbert (1984), Clark (1988), or
Humphrey (1990).

3These definitions of productive inefficiency were
introduced by Farrell (1957). They are radial measures and
coincide with much of the discussion that follows. For
alternative measures of (in)efficiency see Fare and Lovell
[1978].

°At this stage we are ignoring the potential for economies
of scale. Farrell assumed a linearly homogeneous
production process; that is, constant returns to scale. We
assume, as discussed below, that any gains from scale
advantages would result in a higher level isoquant for a
given efficient combination of inputs.

'For example, if production was allocatively efficient the
measure would, obviously, be OE/OE = 1.0; that is, points
B, C, and E would coincide.

6Typically we assume profit maximization as the objective
under competitive conditions, that is, frictionless markets
and the absence of monopoly power and regulatory
distortions. In this model the production, cost, and profit
functions are essentially alternative means of evaluating the
same optimization process, that is, the production process.
The cost relationship is frequently evaluated instead of the
production function because less information is required.
When discussing frontier analysis, it is irrelevant whether
the cost or production side is considered. However,
empirically, the choice of a cost, production, or profit
representation may generate different results because the
researcher is required to use approximations for the true
functional forms of these representations.

7 As a byproduct, the methodology also allows for the
estimation of scale and scope induced inefficiency. It does
not, however, allow for estimates of pure technical
inefficiency.

8 However, this is an empirical approach, therefore the true
cause of the distortion in factor prices could be generated
by a number of things, including data measurement errors,
etc.

'Using this methodology, the shadow price approximations
can be interpreted as first-order Taylor's series expansions
of arbitrary shadow-price functions. It should be
emphasized that there is nothing special about the linear
relationship. Alternative specifications can and should be
considered; for example, see Evanoff and Israilevich (1991,
1990a).

10 Typically, factor share equations are derived from the cost
relationship via Shephard's Lemma and the system of cost
and share equations are jointly estimated. The additional

share equations provide increased efficiency of the
estimates. The share equations are derived from the
shadow cost relationship.

"For a lucid description of these models, see Bauer (1990).
The foundation for this approach was developed by Aigner,
Lovell and Schmidt (1977). See also Fare, Grosskopf, and
Lovell (1985).

"One sided distributions which have been used in
estimation include the half-normal, exponential, truncated
normal and the Gamma distribution. Again, see Bauer
(1990) and the sources cited.

"This is the linkage employed in Ferrier and Lovell (1990)
in their study of bank efficiency.

"The approach can also be combined with others to
incorporate additional information. For example, Evanoff
and Israilevich (1990b) augmented the thick frontier
approach by estimating shadow cost functions for high and
low cost banks. In this way, estimates of allocative
inefficiency could be obtained directly from the model
instead of using an auxiliary, somewhat arbitrary,
procedure to decompose the total inefficiency into its
component parts.

"Technical inefficiency can be calculated ignoring this
information. Measures of allocative efficiency require
information on factor prices.

16 Evanoff and Israilevich (1991) found significant regional
differences in bank production techniques and levels of
efficiency.

'Surprisingly, Ferrier and Lovell (1990) find exactly the
opposite in their analysis of banks.

"More formally, the scale elasticity measure is the
percentage change in cost relative to the percentage change
in output, or alnClalnQ. One major issue in bank cost
studies is determining what constitutes output. Although
defining output is difficult in any service oriented industry,
there seems to be more controversy with respect to
banking. However, of the measures used to date, the
findings tend to be similar regardless of the measure
employed; see Humphrey (1990).

"In 1989, over three-quarters of U.S. banks had less than
$100 million in assets; see FDIC (1989). However, banks
over 1000 times this size also existed.

20 It is possible that scale estimates could be biased as a
result of misspecifying the cost relationship. For example,
the standard assumption of efficient utilization of factor
inputs, if incorrect, could produce misleading findings
concerning scale (dis)advantages. However, Berger and
Humphrey (1990), Evanoff and Israilevich (1990b) and
Evanoff, Israilevich, and Merris (1990) found scale
estimates were not substantially different when input
inefficiency was accounted for.
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"The distinction between the scale elasticity and
inefficiency measures has been emphasized in Shaffer
(1988) and Shaffer and David (1991). Using data from a
previous study, Shaffer and David show that a scale
elasticity of .99 could result in a 25% cost savings if
production was shifted from small to large banks.

22Actually the scale inefficiency will be determined by the
difference in average cost between the efficient and
inefficient firm. The elasticity at the output level
corresponding to the inefficient firm gives us information
about cost changes at slightly larger or slightly smaller
output levels. Neither of these levels is relevant for
determining inefficiency since we never produce at these
levels. For efficiency analysis, production takes place
either at the efficient or the inefficient firm; therefore only
the corresponding two average cost values are relevant.
Whereas the elasticity measure gives percentage changes in
cost induced by incremental changes in output, in the
banking studies analyzed in Table 3 the difference in output
between the efficient and inefficient firm is not incremental.

'Caution should be taken in deriving policy implications
from findings concerning scale efficiency alone. There
may be alternative factors which partially offset these
potential gains. In fact, in viewing bank data, Humphrey
(1990) finds the average cost across all bank size groups to
be amazingly similar. That, combined with the potential
efficiency gains from scale economies discussed here,
suggest that there may be some factors counteracting these
potential efficiencies. However, with respect to scale
efficiency alone, there would appear to be significant
potential gains for banking.

"Some studies have, however, found significant advantag-
es resulting from joint production; for example, Gilligan,
Smirlock, and Marshall (1984), and Evanoff and Israilevich
(1990b). However, the finding of relatively small or no
scope economies is most typical. The methodologies
utilized to generate estimates of scope economies have
been critiqued in Pulley and Humphrey (1990). This is
obviously a rich area for future research.

25 Although Aly et al.(1990) find evidence of greater
allocative inefficiency than most of the studies reviewed,
the major exception to the norm is the study by Ferrier and
Lovell (1990). Using a parametric approach the authors

found significant allocative inefficiency (over 17 percent).
However, as mentioned earlier, the reliability of these
techniques decreases significantly when non-homogeneous
decision making units are considered. The data for this
study included mutual savings banks, credit unions, savings
and loan associations, and "noncommercial" institutions.
Nearly a third of the sample was made up of noncommer-
cial banks. Given that the technology for these institutions
may differ from that of commercial banks, one would
expect these observations to have a substantial influence on
the error structure of the estimates. The authors themselves
even state that some of these observations do significantly
influence their results (Ferrier and Lovell, p. 243). Since
the distribution of the errors is the major determinant of the
efficiency measure, this may bias the results concerning
commercial bank efficiency. The study also found that the
allocative efficiency resulted from an over-utilization of
labor relative to the other factors. This is precisely the
opposite of what one, intuitively, would expect in banking
(see Evanoff and Israilevich 1990b). Finally, the measures
used for factor prices may bias the results toward finding
allocative inefficiency resulting from over-utilization of
labor (Berger and Humphrey 1990, p. 21).

26This finding has implications for the bank expense
preference literature, for example, Mester (1989).
Typically it is assumed that managers of the expensing
bank prefer one input to others—usually labor. The results
presented here suggest that a more restricted form of
expense preference, a preference for all the inputs to the
same degree, may best describe the situation in banking.

27However, this excludes any inefficiencies resulting from
scope disadvantages which cannot be empirically captured.

28The evidence on this, however, is not conclusive. Aly, et
al. (1990) found no significant efficiency difference across
unit and branch banks.

29This does not imply that there will no longer be small
banks. While most of the bank cost literature has assumed
homogeneous outputs, recent research suggests that banks
frequently find a market niche in an attempt to differentiate
themselves from others. Efficient banks which are able to
fill a needed market niche should continue to prosper in a
deregulated environment. See Amel and Rhoades (1988).
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