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Abstract

Problems with measurement error have led many researchers to criticize panel data

studies of intertemporal labor supply. In this study I address the measurement error

problems explicitly. I estimate the properties of measurement error in the Panel Study

of Income Dynamics Validation Study. I then use this information about measurement

error to purge measurement error from the Panel Study of Income Dynamics. I show there

exists a large transitory component to wages, even after accounting for measurement error.

I then show that while wage changes may not be predictable, transitory wage changes

predictably disappear. When estimating the labor supply response to these predictable

wage changes, I account for serially correlated measurement error and for measurement

error that is correlated with true hours and wages. I �nd almost no correlation between

hours worked and predictable wage changes. Therefore, failure to control for measurement

error cannot explain the low estimated labor supply elasticities in other papers.

�Comments welcome. I thank John Kennan, Rody Manuelli, Jonathan Parker, and Jim Walker for detailed
comments and encouragement. I also thank Peter Arcidiacono, Meredith Crowley, and Nelson Gra�. Greg
Duncan answered many data questions. Financial support provided by the National Institute on Mental
Health. The views of the author do not necessarily reect those of the Federal Reserve System. Recent
versions of the paper can be obtained at http://research.frbchi.org/~efrench/.
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1 Introduction

This paper estimates the intertemporal elasticity of substitution, accounting explicitly

for measurement error. Several inuential studies (Altonji (1986), Abowd and Card (1989),

Holtz-Eakin et al. (1988), Ziliak and Kniesner (1999)) using person-speci�c year to year

variation in hours and wages estimate a small intertemporal elasticity of substitution. All

of the studies use data from the Panel Study of Income Dynamics (PSID). Estimates from

these studies suggest an intertemporal elasticity of substitution of 0 to .5.1 However, recent

studies using natural experiments (Oettinger (1999), Mulligan (1995, 1998), Camerer et al.

(1997), Carrington (1996)) argue that the PSID studies are awed because of \a failure to

distinguish anticipated wage changes from those that are unanticipated or are artifacts of

measurement error." (Mulligan (1995))2

The PSID studies assume that either measurement error in hours and wages is white noise

(Holtz-Eakin et al. (1988), Ziliak and Kniesner (1999)) or white noise with a �xed e�ect

(Abowd and Card (1987,1989)). This allows the PSID studies to use wages or wage changes

two years in the past to instrument for current wage changes. The labor supply response to the

instrumented wage changes identi�es the intertemporal elasticity of substitution. However,

the literature on measurement error indicates that measurement error in hours and wages is

not white noise (see the references in Bound et al. (forthcoming)). Instead, it appears that

measurement error is serially correlated. Moreover, people tend to underreport transitory

hours and wage changes. This makes the instrument sets used in the PSID studies invalid.

If measurement error is a moving average process, the covariance of lagged measured wages

with current measured wage changes will be contaminated by measurement error.

Moreover, there is relatively little evidence that wage changes are highly autocorrelated

beyond one year. It is diÆcult to reject the hypothesis that wages are have a random walk

component and a white noise component (Farber and Gibbons (1996)). This makes wage

forecasting extremely diÆcult. Wage changes two years in the past may have no predictive

power in forecasting current wage changes.

1These estimates are signi�cantly below the calibrated elasticities in most Real Business Cycle models.
Therefore, the PSID studies cast doubt on the microfoundations of the Real Business Cycle literature.

2All of the PSID studies mentioned above are careful to distinguish between anticipated and unanticipated
wage changes. Moreover, all of the studies attempt to address measurement error problems. As I show below,
however, many of these attempts are not perfect.
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While the more recent studies bring up important criticisms, they produce no new consen-

sus. For example, Camerer et al. (1997) estimate the intertemporal elasticity of substitution

to be -.7, whereas Mulligan's estimate is 2. One problem with these studies is that they focus

on small groups (Camerer et. al. on taxi cab drivers, Oettinger (1998) on stadium vendors)

or isolated instances (Carrington (1996) measures the intertemporal elasticity of substitution

using evidence from the Alaska oil pipeline boom) in the hope that their speci�c case gener-

alizes to the population as a whole. However, it is not clear whether these speci�c instances

are generalizable to the population as a whole.

In this study I develop a modi�ed instrumental variables estimator to estimate the in-

tertemporal elasticity of substitution. I use last year's wage change to instrument for this

year's wage change. To do so, however, requires that I control explicitly for measurement

error. By using data from the Panel Study of Income Dynamics Validation Study (PSIDVS)

in addition to the PSID, I address the measurement error problem explicitly. The analysis

proceeds in three steps.

In the �rst step I set up the canonical intertemporal labor supply model. I use transitory

wage shocks to estimate the model. A transitory wage change represents an event such

as high wages being paid for a short period of time, as in the Alaskan Oil Pipeline boom

of the 1970s (Carrington, 1996). If individuals understand the serial correlation properties

of wages, they will predict that transitory wage shocks vanish. Since these wage changes

are predictable, the labor supply response to these predictable wage changes provides an

estimate of the intertemporal elasticity of substitution. This study does not su�er from

a failure to distinguish anticipated from unanticipated wage changes. If people anticipate

that transitory wage changes will disappear, their expected lifetime wealth does not change

when their transitory wage change does disappear. As a result, there are no wealth e�ects

associated with these wage changes.

Wage shocks that last only one year are powerful instruments. However, using last year's

wage change as an instrument for the current wage change introduces potential measurement

error biases. In the second step I devise a method to control for measurement error explicitly.

I model the covariance of measurement error with true variables and the autocovariances of

measurement error explicitly and show how to purge the likely biases from the estimated

intertemporal elasticity of substitution.
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Third, I estimate the labor supply response to predictable wage changes, controlling

explicitly for measurement error in hours and wages. I estimate the properties of measurement

error in the Panel Study of Income Dynamics Validation Study (PSIDVS). I then use this

information about measurement error to purge measurement error from the Panel Study of

Income Dynamics (PSID). I �nd a large transitory component of wages, even after controlling

for measurement error. If the wage went up last year, it will likely go down this year. This

means that last year's wage change has great predictive power for this year's wage change.

I �nd that failure to properly control for measurement error when estimating the intertem-

poral elasticity of substitution can lead to misleading inferences about the intertemporal elas-

ticity of substitution. However, I also �nd that controlling explicitly for measurement error

does not overturn the conclusions of previous PSID studies of the intertemporal elasticity of

substitution. The estimated intertemporal elasticity of substitution is close to zero with a

standard error of .25.

The paper proceeds as follows. Section 2 describes the labor supply model and how to

control for measurement error when estimating the intertemporal elasticity of substitution.

Section 3 describes the Panel Study of Income Dynamics data. It also describes the Panel

Study of Income Dynamics Validation Study validation data that I use to estimate the prop-

erties of measurement error. Section 4 presents estimates of the model of wage dynamics

and estimates of the intertemporal elasticity of substitution using the model of wage dynam-

ics. The model of wage dynamics implies that wage changes have a predictable component.

Since wage changes have a predictable component, it is possible to estimate the intertemporal

elasticity of substitution. Section 5 concludes.

2 Estimating the Intertemporal Elasticity of Substitution

In this section I present a standard life-cycle labor supply model. Individuals maximize

lifetime utility subject to a dynamic budget constraint. I also devise a wage forecasting model.

The wage forecasting model presumes some individuals get \lucky". By \lucky" I mean some

individuals have wage changes that are not explained by the life cycle trajectory of wages

which is determined by variables such as age, education, and race. Individuals predict their

luck will not last forever. Given an increase in the wage last year, individuals predict that

their wage should decline this year. Since individuals predict that their wage will decline this
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year, the intertemporal substitution hypothesis posits that hours worked will also decline this

year.

Lastly, I consider how to address issues of measurement error in estimating the labor sup-

ply response to predictable wage changes. Speci�cally, I address the question of measurement

error when it is serially correlated and correlated with true hours and wages.

2.1 The Intertemporal Labor Supply Model

I begin with the canonical intertemporal labor supply model. The speci�cation is similar

to MaCurdy (1985). Individuals maximize lifetime utility:

maxE0

TX
t=1

�t
�
v(cit)� exp(��it=�)�

h
1+ 1

�

it

1 + 1
�

�
(1)

where cit is consumption, v(:) is some increasing concave function, and hit is hours worked.

The parameter � is the intertemporal elasticity of substitution, which is the object of interest

in this study. Lastly, �it is the person and year speci�c preference for work. De�ne Ait as

assets, rt the interest rate, and Wit the wage, i.e. the measured wage purged of measurement

error. Maximization of (1) subject to the dynamic budget constraint

Ait+1 = (1 + rt)(Ait +Withit � cit) (2)

results in the labor supply function:

log hit = � logWit + � log �it + �it (3)

which in �rst di�erences is

� log hit = ��logWit + ��log �it +��it (4)

where � is the �rst di�erence operator (� log hit = log hit� log hit�1) and �it is the marginal

utility of wealth. Changes in �it represent preference variation.

The Euler equation shows that individuals equate expected marginal utility across time
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according to

�it�1 = �(1 + rt�1)Et�1�it (5)

where rational expectations implies that innovations to the marginal utility of wealth, denoted

"it; should be uncorrelated with lagged values of the marginal utility of wealth:

�it = Et�1�it + "it (6)

Equations (5) and (6) can be rewritten as

�(1 + rt�1)�it
�it�1

=

 
1 +

�(1 + rt�1)"it
�it�1

!
(7)

Taking logarithms of both sides of (7) and approximating log(1 + �(1+rt�1)"it
�it�1

) yields

log �it � log �it�1 + log �(1 + rt�1) = log

 
1 +

�(1 + rt�1)"it
�it�1

!
�
�(1 + rt�1)"it

�it�1
(8)

Throughout I will assume that the approximation in (8) holds with equality. As innovations

in the marginal utility of wealth become arbitrarily small, equation (8) becomes an arbitrarily

close approximation.

Combining (8) and (4) results in

� log hit = ��logWit � � log �(1 + rt�1) + �
�(1 + rt�1)"it

�it�1
+��it: (9)

The object of interest in this study is �; which is a measure of the substitution e�ect associated

with a wage change. The wage is the price of leisure. When the price of leisure is high,

individuals should buy less leisure (i.e. work more hours). Therefore, the substitution e�ect

implies that individuals should supply more hours of work to the market when the wage is

high.

Estimation of � is diÆcult because the expectation error "it will be correlated with

� logWit if the wage change is unanticipated. The expectation error arises only in response

to surprises between time t� 1 and t: There should be no expectation error associated with

an anticipated wage increase. However, if the worker has an unanticipated wage increase at
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time t; he will feel richer and buy more of everything, including leisure. Therefore, the wealth

e�ect implies a reduction in work in response to an unanticipated wage increase. Substitution

and wealth e�ects from an unanticipated wage increase tend to o�set. Therefore, the hours

response to an unanticipated wage change produces a downward biased estimate of �: Section

2.2 discusses how I overcome this problem.

2.2 Using Lagged Wage Changes to Predict Current Wage Changes

This section describes the instrumental variables procedure to estimate equation (9) in

the absence of measurement error. The next section describes the procedure to control for

measurement problems. The correlation between the interest rate, preferences, and hours is

removed by using residuals from a regression of hours changes on a full set of year dummy

variables, health status, age and education in the analysis. The procedure is the same as in

Abowd and Card (1989). Section 3 describes the procedure more fully. By construction, the

residuals are uncorrelated with the year e�ects (and thus the interest rate) and with observable

preference shifters such as health. Using these wage residuals, the only determinants of hours

changes will be wage changes (causing both wealth and substitution e�ects), and unobserved

preference changes. Throughout the rest of the paper, log hit is rede�ned as the hours residual

minus measurement error. Because time t wage changes are correlated with time t wealth

e�ects, the wage must be instrumented. A good instrument for wages should be correlated

with wages but uncorrelated with wealth e�ects and preference changes.

In order to overcome the wealth e�ect problem, the instrument should be known to the

individual at time t � 1 and should be correlated with the time t wage change. A natural

instrument is last year's wage change, � logWit�1: In the absence of measurement error the

estimating equation for � is

� =
Cov(� log hit;�logWit�1)

Cov(� logWit;�logWit�1)
: (10)

If there is a transitory component to wages, wage changes will be negatively correlated across

time, i.e. Cov(� logWit;�logWit�1) < 0: If the wage increased last period, it will most

likely fall this period. Therefore, the time t wage change has a predictable component.3 The

3Rational expectations implies that it does not matter whether or not workers know the time t � 1 wage
change was temporary (in which case wages will most likely decline at time t) or permanent (in which case
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labor supply response to these predictable wage changes identi�es the intertemporal elasticity

of substitution.

2.3 The Problem of Measurement Error

Given that measurement error is pervasive in wage and hours data, measurement error

must be purged from equation (10). In most studies, measurement error is assumed to

be white noise (Altonji (1986), Holtz-Eakin et al. (1988), Ziliak and Kniesner (1999)) or

white noise with a �xed e�ect (Abowd and Card (1987, 1989)). However, validation studies

(Bound et al. (2000)) have refuted these assumptions. The validation studies have shown

that transitory changes in wages and hours tend to be underreported. Bound et al. (1994)

refer to this as \mean reverting measurement error". The explanation for underreporting

transitory changes in wages and hours is that workers tend to forget short term changes in

hours and wages.

The validation studies also suggest that the serial correlation properties of measurement

error may be more complicated than a simple �xed e�ect. While Bound et al. (1994) �nd

only a small correlation in measurement error in earnings four years apart in the Panel Study

of Income Dynamics Validation Study, Bound and Krueger (1991) �nd a large correlation

in earnings two years apart when comparing matched CPS data to Social Security Earn-

ings Records. Bound and Krueger (1991) estimated the correlation of measurement error

in earnings between two years in the CPS to be .38 when using Social Security records as

validation data whereas Bound et al. (1994) estimated the correlation of measurement error

four years apart to be .09. This gives evidence that measurement error may have an MA(1)

component.4 Therefore, it may be the case that measurement error follows a MA(1) process

with a �xed e�ect. The following model of measurement error addresses both the potential

correlation of measurement error with true wages and hours as well as a potential MA(1) and

�xed component to measurement error.

wages are as likely to go up as down). All that matters is that workers believe that on average there is a
predictable component to wage changes that is predicted by past wage changes.

4However, it is likely that some people interviewed during this time period had more than one Social Security
number. Therefore, the validation procedure is awed when using Social Security records as a validation source.
The correlation of measurement error could be the result of two successive mismatches between the CPS and
the Social Security records. Moreover, the PSID is a higher quality dataset. Problems of autocorrelation of
measurement error that exist in the CPS may not exist in the PSID.
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To formalize these ideas, let measured wages and measured hours5 be the sum of true

wages and hours plus measurement error:

log ~Wit = logWit + uwit; (11)

log ~hit = log hit + uhit: (12)

To capture the idea that measurement error is serially correlated, I will assume that mea-

surement error has a person speci�c component plus a transitory MA(1) component:

uwit = uwi + �wit + �w�wit�1; (13)

uhit = uhi + �hit + �h�hit�1; (14)

where innovations to the transitory component of measurement error is correlated only with

the transitory component of wages, i.e. Cov(�wit; logWit) 6= 0; Cov(�wit; �wit) 6= 0; but

Cov(�wit; logWit�k) = 0; Cov(�wit; �wit�k) = 0 for all k 6= 0:Moreover, assume that all the co-

variances of measurement error are stationary, e.g. Cov(logWit�1; �wit�1) = Cov(logWit; �wit);

Cov(�wit�1; �hit�1) = Cov(�wit; �hit): First-di�erencing equations (11)-(14) results in

� logWit = � log ~Wit ��(�wit + �w�wit�1); (15)

� log hit = � log ~hit ��(�hit + �h�hit�1): (16)

Inserting equations (15) and (16) into equation (10) results in the intertemporal elasticity of

substitution where the numerator of (10) is

Cov(� log hit;�logWit�1) = Cov(� log ~hit;�log ~Wit�1) + (1� 2�h + �h�w)Cov(�hit; �wit)

+Cov(�wit; log hit) + (1� 2�h)Cov(�hit; logWit) (17)

5Recall these are measured hours residuals.
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and the denominator of (10) is

Cov(� logWit;�logWit�1) = Cov(� log ~Wit;�log ~Wit�1) + (2� 2�w)Cov(logWit; �wit) +

+(1� 2�w + �2w)V ar(�wit): (18)

As stated previously, if wage changes are partially the result of \luck" that does not per-

sist, there should be a negative covariance between wage changes at time t and time t + 1:

Therefore, the denominator of (10), Cov(� logWit;�logWit�1) is likely negative. Test-

ing whether the intertemporal elasticity of substitution is positive then amounts to testing

whether Cov(� log hit;�logWit�1) is negative.

2.4 Sources of Bias

To recognize the likely biases inherent in estimating Cov(� log hit;�logWit�1); note that

wages are usually imputed using earnings divided by hours.6 Let �wit = �eit� �hit where �eit

is measurement error in earnings. Using this identity we can see that Cov(�hit; �wit) =

Cov(�hit; �eit) � V ar(�hit): This expression is most likely negative because V ar(�hit) >

Cov(�hit; �eit): See Table 5 for how much exclusion of this term a�ects estimates of the

intertemporal elasticity of substitution. Failure to include this term will bias the estimate

of Cov(� log hit;�logWit�1) to be positive and thus the estimated intertemporal elasticity

of substitution to be a negative number. Intuitively, when people over-report hours, they

underreport wages (because wages are earnings divided by hours). This generates a negative

correlation between changes in hours and changes in wages. Therefore, it generates a negative

estimate of the intertemporal elasticity of substitution. This problem, known as the \division

bias" problem, is well recognized in the labor supply literature.

What is less well recognized, however, is how \mean reverting measurement" error should

a�ect the estimate of the intertemporal elasticity of substitution. Mean reverting measure-

ment error in hours means that individuals underreport hours during years when the individ-

ual works many hours. Since the individual underreported hours, he most likely over-reported

6Some authors use alternative wage measures (Altonji (1986), Ziliak and Kniesner (1999)) which potentially
overcome the problems mentioned herein. However, Altonji (1986) measures the intertemporal elasticity for a
subset of the population. Below I show that the subset may be di�erent than the rest of the population. Ziliak
and Kniesner (1999) use earnings divided by a constant. If hours are autocorrelated but are not a random
walk, their procedure will produce upward biased estimates of the intertemporal elasticity of substitution.
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his wage. Therefore, during years where the individual works many hours his reported wage

appears to be high. This generates a spurious positive correlation between wage and hours

changes and thus the intertemporal elasticity of substitution is biased upwards. Formally,

note that Cov(�wit; log hit) = Cov(�eit; log hit) � Cov(�hit; log hit): We should expect that

Cov(�hit; log hit) < 0 since when true hours are high, people underreport hours. This implies

that Cov(�wit; log hit) is most likely positive. Omitting this term will bias the estimated

intertemporal elasticity of substitution upwards.

Likewise, when the wage is high, people underreport the wage. Since people can under-

report the wage by either underreporting earnings or over-reporting hours, it is likely that

people over-report hours when the wage is high. Again, this leads to a positive correla-

tion between hours and wage changes, or a positive estimate of the intertemporal elasticity

of substitution. Formally, Cov(�hit; logWit) = Cov(�hit; logEit) � Cov(�hit; log hit) where

logEit is the log of earnings. Again we should expect the expression to be positive. Omitting

this term will bias the estimated intertemporal elasticity of substitution upwards. Therefore

omitting mean reverting measurement error will bias the estimated intertemporal elasticity

of substitution upwards. From an empirical standpoint, however, the importance of mean

reverting measurement error is smaller than the importance of division bias. Section 4 shows

the relative importance of the two e�ects. Therefore, measurement error tends to bias the

estimate of the intertemporal elasticity of substitution downwards.

Finally, a MA(1) component to measurement error will most likely bias estimates. If there

is positive autocorrelation in measurement error in hours (i.e. �h > 0) and division bias is

more important than the e�ect of mean reverting measurement error, failure to control for

the MA(1) component will lead to upward biased estimates of the intertemporal elasticity

of substitution. Failure to control for the MA(1) component will lead to an overestimate

the transitory component of measurement error. Since transitory measurement error leads

to a downward bias in the intertemporal elasticity of substitution, overestimating transitory

measurement error leads the econometrician to \overcorrect" for measurement error. This

leads to upward biased estimates of the intertemporal elasticity of substitution. Section 2.6

describes how to control for the likely sources of bias.
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2.5 Sources of Bias when Twice Lagged Wage Changes Instrument for

Current Wage Changes

As stated previously, many researchers assume that measurement error is white noise,

potentially with a �xed e�ect. These researchers use twice lagged wage changes to instrument

for current wage changes. No measurement error corrections are necessary when using twice

lagged wage changes if measurement error is white noise. This subsection documents the

likely biases when using twice lagged wages to instrument for current wage changes when

that assumption on measurement error is not satis�ed.

After controlling for preference shifters and the interest rate, the estimate of the intertem-

poral elasticity of substitution is

� =
Cov(� log ~hit;�log ~Wit�2)

Cov(� log ~Wit;�log ~Wit�2)
: (19)

This equation can be rewritten as

� =
Cov(� log hit;�logWit�2)� �h[Cov(�hit; logWit) + Cov(�hit; �wit)]

Cov(� logWit;�logWit�2)� �w[Cov(�wit; logWit) + V ar(�wit)]
: (20)

Therefore, using twice lagged wages is only an e�ective instrument if measurement error

has no MA(1) component. If measurement error does have an MA(1) component, how-

ever, using twice lagged wages to instrument for current wage changes does not overcome

measurement error problems. If the e�ect of division bias is larger than the e�ect of mean

reverting measurement error, the estimated intertemporal elasticity of substitution will be

biased downwards.

2.6 Estimating Equations

In order to actually estimate the model, I use the previously stated assumptions about

measurement error to make the following identi�cation restrictions listed in Table 1. Showing

these restrictions follow from the previously made assumptions is straightforward.

The intertemporal elasticity of substitution will be estimated using the information in

Table 1, and the data described in the next section. Unfortunately, Cov(� log hit;�logWit�2)

and Cov(� logWit;�logWit�2) are unobserved.

In the analysis I will consider two alternative speci�cations for Cov(� log hit;�logWit�2)

12



Object of Interest Estimated Using

Cov(log hit; �wit) Cov(log hit; uwit)� Cov(log hit; uwit+k); jkj > 1

(1 + �h�w)Cov(�hit; �wit) Cov(uhit; uwit)� Cov(uhit; uwit+k); jkj > 1

Cov(logWit; �hit) Cov(logWit; uhit)� Cov(logWit; uhit+k); jkj > 1

Cov(logWit; �wit) Cov(logWit; uwit)� Cov(logWit; uwit+k); jkj > 1

(1 + �2w)V ar(�wit) V ar(uwit)�Cov(uwit; uwit+k); jkj > 1

��w(Cov(logWit; �wit) + V ar(�wit)) Cov(� log ~Wit;�log ~Wit�2)� Cov(� logWit; log�Wit�2)

��h(Cov(logWit; �hit) + Cov(�wit; �hit)) Cov(� log ~hit;�log ~Wit�2)� Cov(� log hit; log�Wit�2)

Table 1: Properties of Transitory Measurement Error

and Cov(� logWit;�logWit�2): Each will result in an estimable form of the intertempo-

ral elasticity of substitution. First, I consider the case where �w = �h = 0 and thus

Cov(� log hit;�logWit�2) = Cov(� log ~hit;�log ~Wit�2) and Cov(� logWit;�logWit�2) =

Cov(� log ~Wit;�log ~Wit�2): Measurement error has only a purely transitory component and

a �xed component. In this case equations (17) and (18) can be rewritten as

Cov(� log hit;�logWit�1) = Cov(� log ~hit;�log ~Wit�1) +
�
Cov(log hit; uwit)� Cov(uwit�k; log hit)

�
+
�
Cov(uhit; logWit)� Cov(uhit�k; logWit)

�
+
�
Cov(uhit; uwit)� Cov(uhit; uwit�k)

�
; (21)

Cov(� logWit;�logWit�1) = Cov(� log ~Wit;�log ~Wit�1)

+ 2
�
Cov(logWit�1; uwit)� Cov(logWit�1; uwit�k)

�
+
�
V ar(uwit)� Cov(uwit; uwit�k)

�
:

(22)

Second, I assume that Cov(� logWit;�logWit�2) = Cov(� log hit;�logWit�2) = 0: This

assumption is satis�ed if log wages are a random walk with white noise superimposed. All

autocorrelation between wage changes and their second lag arises from the autocorrelation

of measurement error. This only slightly changes the estimate of the intertemporal elasticity
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of substitution:

Cov(� log hit;�logWit�1) = Cov(� log ~hit;�log ~Wit�1) +
�
Cov(log hit; uwit)� Cov(uwit�k; log hit)

�
+
�
Cov(uhit; logWit)� Cov(uhit�k; logWit)

�
+
�
Cov(uhit; uwit)� Cov(uhit; uwit�k)

�
+ 2Cov(� log ~hit;�log ~Wit�2); (23)

Cov(� log ~Wit;�log ~Wit�1) = Cov(� logWit;�logWit�1)

+ 2
�
(Cov(logWit�1; uwit)�Cov(logWit�1; uwit�k)

�
+
�
(V ar(uwit)� Cov(uwit; uwit�k)

�
+ 2Cov(� log ~Wit;�log ~Wit�2): (24)

The two estimates of the intertemporal elasticity of substitution that I present in this paper

are the ratio of (21) to (22) and the ratio of (23) to (24). My approach to this problem is to use

the unique aspects of the PSID to estimate the properties of measurement error. Namely, the

PSID has an accompanying dataset, the PSIDVS, which is designed to measure the properties

of measurement error in the PSID. The PSID and PSIDVS have all the necessary data to

estimate (21)-(24).

3 Data

Given the scheme for estimating the intertemporal elasticity of substitution presented

above, one needs information on the properties of measured wages and hours (namely the

variances and covariances of wage and hours residuals) as well as the properties of measure-

ment error (namely the variance and covariances of measurement error). I use two datasets,

one dataset for measuring the properties of measured wages and hours and another dataset

for measuring the properties of measurement error. The Panel Study of Income Dynam-

ics (PSID) is unique in that there is an accompanying dataset, the Panel Study of Income

Dynamics Validation Study (PSIDVS), that is designed to measure the properties of mea-

surement error in the PSID. Therefore, I use the PSID to measure the properties of measured

wages and use the PSIDVS to estimate the variance of measurement error.

Table 2 describes some basic characteristics of the PSID and PSIDVS samples. The

PSIDVS sample is older, less educated and has higher wages than the PSID sample. Most

14



Means and Standard Deviations of Variables, PSID and PSIDVS

Variable Mean and S.D, PSID Mean and S.D, PSIDVS

Age 38.5 (11.9) 45.9 (16.0)
At Least High School Grad? .82 (.39) .65 (.35)
College Grad? .27 (.44) .12 (.33)
Tenure 10.0 (9.2) 15.1 (11.8)
log Reported Wage 2.47 (.56) 2.90 (.19)
log Reported Hours 7.65 (.30) 7.59 (.19)
log True Wage 2.92 (.11)
log True Hours 7.57 (.21)

N = 14944 N = 544

Table 2: Descriptive Statistics, PSID (1981-1987) and PSIDVS (1982, 1986)

important to note is that there is a \true" wage and hours measure which will be described

below.

3.1 PSID Data

The data source used to estimate the properties of measured wages is a male subsample of

the Panel Study of Income Dynamics (PSID) for the years 1981-1987, collected by researchers

at the University of Michigan. I restrict the PSID sample to the years 1981-1987 to maximize

how comparable the PSID is to the PSIDVS, which has data on hours and wages for 1982

and 1986. Estimates of � using the 1981-1987 PSID

PSIDVS sample are in table 6. I exclude the Survey of Economic Opportunity (SEO) sub-

sample, which oversamples the poor and minorities. Survey respondents are asked about

their earnings, labor supply patterns, and other decisions during the previous calendar year.

Therefore, responses are for the years 1980-1986. Using these seven years of data it is possible

to generate covariances of hours and wage changes with lagged wage changes for �ve years.

Wages are imputed using annual earnings divided by annual hours. Appendix A describes

the sample selection criteria. When using other weaker instruments to estimate �; as in Table

7, I use data for the years 1969-1992.

As described in section 2.2, I posit the following model of measured log hours changes,

� log h�it:

� log h�it = XitG+� log ~hit; (25)
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where Xit is a vector of personal characteristics and year dummy variables, and � log ~hit are

the hours residuals, described in equation (16). Included in Xit are year dummies, a third

order age polynomial, education, and health. Note that � log ~hit is orthogonal to the interest

rate by construction, as it is orthogonal to the year e�ects. It is also orthogonal to observable

preference shifters, such as health. Table 3 presents estimates for hours and wages 1969-1992.

The most striking aspect of the regression in Table 3 is how little of the variation in wages

and hours these variables can explain. Note that these variables, less health, are the usual

instruments for wages when estimating labor supply functions. The R2 is .0090 for hours.

When ignoring health status, the R2 for hours changes drops to .0087 and for wages the R2 is

.0028. The In other words, variation in the business cycle, age, and education explains only

.28% of the variation in wage movements and .87% of the variation in hours movements. The

focus of this paper will be on the labor supply response to (the predictable component of)

the remaining 99.72% of wage variation.

Dependent Variable: � logWit �log hit �log hit
Estimate (S.E.) Estimate (S.E.) Estimate (S.E.)

Intercept .20 (.13) .72 (.10) .72 (.10)
Age -.010 (.010) -.055 (.008) -.055 (.008)
Age Squared .00016 (.00022) .0013 (.0002) .0014 (.0002)
Age Cubed �8� 10�7(2� 10�7) �1:0� 10�5(:1� 10�5) �1:1� 10�5(:1� 10�5)
College Grad .021 (.004) .008 (.003) .007 (.003)
High School -.005(.005) .003 (.004) .004 (.003)
Health Change -.019 (.006)
Year Dummies also included

R2 .0028 .0087 .0090
F � Statistic 8.1 26.8 25.4
N 31277 33476 33476

Table 3: OLS regressions for wage and hours changes, PSID, 1992-1996

Table 4 reports the covariance of current hours and wage changes with lagged wage

changes. There is a negative covariance between current and lagged wage changes, indi-

cating that if wages rise this year they will fall next year. There is a positive covariance

between current hours changes and lagged wage changes, indicating that if measured wages

rise this year, measured hours will on average rise next year. If table 4 were free of measure-

ment error, equation (10) would indicate that hours rise in response to a predictable decline

in the wage. This would suggest a negative intertemporal elasticity of substitution. Given the

presence of measurement error, no such inference should be made. The next section describes
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the measurement error corrections that will be made.

Cov(� log ~hi83;�log ~Wi82) .0059 (.0026) Cov(� log ~Wi83;�log ~Wi82) -.0365 (.0055)

Cov(� log ~hi84;�log ~Wi83) .0084 (.0036) Cov(� log ~Wi84;�log ~Wi83) -.0360 (.0055)

Cov(� log ~hi85;�log ~Wi84) .0105 (.0031) Cov(� log ~Wi85;�log ~Wi84) -.0357 (.0051)

Cov(� log ~hi86;�log ~Wi85) .0118 (.0028) Cov(� log ~Wi86;�log ~Wi85) -.0388 (.0044)

Cov(� log ~hi87;�log ~Wi86) .0088 (.0026) Cov(� log ~Wi87;�log ~Wi86) -.0346 (.0050)

Cov(� log ~hi83;�log ~Wi81) .0006 (.0023) Cov(� log ~Wi83;�log ~Wi81) -.0018(.0040)

Cov(� log ~hi84;�log ~Wi82) .0045 (.0035) Cov(� log ~Wi84;�log ~Wi82) -.0022 (.0039)

Cov(� log ~hi85;�log ~Wi83) .0038 (.0031) Cov(� log ~Wi85;�log ~Wi83) -.0013 (.0039)

Cov(� log ~hi86;�log ~Wi84) .0017 (.0026) Cov(� log ~Wi86;�log ~Wi84) -.0001 (.0035)

Cov(� log ~hi87;�log ~Wi85) -.0033 (.0029) Cov(� log ~Wi87;�log ~Wi85) .0031 (.0033)

Table 4: Covariance of Hours and Wage Changes with Lagged Wage Changes, 1982-1986

3.2 Using the PSIDVS to Determine the Properties of Measurement Error

in PSID Data

In order to identify the properties of measurement error, I use the Panel Study of Income

Dynamics Validation Study (PSIDVS) described in Bound et al. (1994). A discussion of

the survey design and results follows. The PSIDVS was designed to test the properties

of measurement error in the Panel Study of Income Dynamics (PSID). Researchers from

the University of Michigan surveyed employees at a single large Detroit-area manufacturing

company in both 1983 and 1987. The employees who were interviewed in 1983 and were still

employed by the �rm in 1987 were reinterviewed, as were an additional sample of workers who

were not interviewed in 1983. This creates a small panel of workers, as well as a somewhat

larger cross section of workers for both 1983 and 1987. The design of this survey and the

questions in the survey are similar to those in the PSID, although the PSIDVS asks fewer

questions than the PSID.

The company records in the PSIDVS serve as a virtually error free dataset to compare

with worker reports. I will therefore regard company measures of hours and wages as true

hours and wages, log hit and logWit:
7 The company records include information on annual

7Formally true hours are XitG + log hit: So long as measurement error is uncorrelated with Xit it is not
necessary to subtract XitG from hours. There was a small negative correlation between the variance of
measurement error and education. Because the PSIDVS sample has lower education than the PSID sample,
this will lead to the variance of measurement error being overestimated. However, the correlation was small
and would not signi�cantly a�ect the estimates.
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earnings and hours worked by all hourly employees.8 The company keeps records of earnings

for tax purposes. The number of hours worked by hourly employees is measured by punch-

clock. Therefore, the company has precise measures of both earnings and hours. Di�erences

between company records and survey responses are attributed to measurement error on the

part of the employee. Since the survey design of the PSIDVS is similar to the survey design

of the PSID, a worker's propensity to misreport earnings and hours should be similar in the

two datasets.

Table 5 presents covariances between hours, wages, and measurement error in hours and

wages. The data have the three problems mentioned in Section 2.4. First, there is a nega-

tive covariance between measurement error in hours and wages. This is the \division bias"

problem. Second, it displays the positive covariance between wages and measurement error

in hours, as well as the positive covariance between hours and measurement error in wages.

In Section 2.4 I argued that these positive covariances are a natural consequence of mean

reverting measurement error. Lastly, there is evidence of serial correlation in measurement

error. Although the covariances between measurement error and true variables as well as

the autocovariance of measurement error are statistically insigni�cant, they are fairly large

in magnitude.

There are two major reasons why measurement error in the PSIDVS may not be com-

parable to measurement error in the PSID. The �rst reason that estimates are potentially

inaccurate is that I assume that the company records are perfect, and that the company

records have been perfectly transcribed. Although the PSIDVS is of high quality, it is not

perfect.9 This should cause the variance of measurement error to be overestimated since

measurement error on the part of the �rm is being attributed to measurement error on the

part of the individual.

The second reason why the properties of measurement error may be mismeasured in the

PSIDVS is that the PSIDVS samples a homogenous group of workers. Although both salaried

and hourly workers were interviewed, there are company records for hours worked only for

8Hourly workers were paid overtime.
9For example, one observation in the panel was deleted because the 1987 company report of an individual's

earnings in 1982 was di�erent from its 1983 report of the same individual's earnings in 1982. Although the
discrepancy was small, it is potential evidence that there were transcription errors in 1983. Although I was
able to delete this observation, there are most potentially other observations that are erroneous company
reports or other transcription errors.
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Covariances of Measurement Error
Estimate (S.E.) N

Cov(logWi82; uhi82) .0049 (.0016) 128
Cov(logWi86; uih86) -.0009 (.0006) 292
Cov(logWi82; uih86) -.0044 (.0014) 118
Cov(logWi86; uih82) .0018 (.0013) 89
Cov(log hi82; uiw82) .0022 (.0051) 121
Cov(log hi86; uiw86) .0003 (.0021) 277
Cov(log hi82; uiw86) .0027 (.0027) 112
Cov(log hi86; uiw82) .0018 (.0021) 85
Cov(uih82; uiw82) -.0202 (.0059) 121
Cov(uih86; uiw86) -.0097 (.0025) 277
Cov(uih82; uiw86) -.0018 (.0016) 81
Cov(uih86; uiw82) .0001 (.0018) 83
Cov(logWi82; uiw82) -.0051 (.0021) 121
Cov(logWi86; uiw86) .0005 (.0007) 277
Cov(logWi82; uiw86) .0028 (.0013) 112
Cov(logWi86; uiw82) -.0032 (.0020) 85
V ar(uiw82) .0323 (.0075) 121
V ar(uiw86) .0172 (.0026) 277
Cov(uiw82; uiw86) .0023 (.0022) 79

Table 5: Covariances, PSIDVS

hourly workers. Most of the workers in the PSIDVS are older and all of the workers have

remained with the same employer for several years. Therefore, it may be that the workers

in the PSIDVS are familiar with their earnings and hours of work and are able to report the

number of hours that they work more accurately than the population surveyed by the PSID.

This would tend to indicate that the variance of measurement error may be underestimated

in the PSIDVS.

The extent of possible bias created by measurement problems in the PSIDVS is unclear.

The next section reports results assuming that any possible bias is small.

4 Results

This section of the paper presents estimates of the intertemporal elasticity of substitution.

First, I estimate the intertemporal elasticity of substitution using the measurement error

corrections described in this paper. I then contrast these estimates against estimates using

various instruments for wage changes that other researchers have used. I discuss the potential

e�ect of serially correlated measurement error on researchers estimates of the intertemporal
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elasticity of substitution.

4.1 Estimates Using Measurement Error Corrections

This section presents estimates of the intertemporal elasticity of substitution. The highest

quality estimates are close to zero.

The implied �rst stage regression when estimating the intertemporal elasticity of substi-

tution is

� logWit = Æ + �logWit�1 + �it (26)

Appendix C describes the measurement error adjustments necessary to estimate (26). It

also describes the construction of the �rst stage statistics, such as the F � statistic: Several

researchers have shown that the small sample bias of instrumental variables is severe when

the �rst stage F � statistic is below 10 (Bound et al., (1995); Staiger and Stock, (1997)).

Small sample bias arises for the following reason. The same data are usually used to estimate

both the numerator and the denominator of equation (10) and the instrument � logWit�1

is correlated with innovation to the wage �it in small samples (although it is uncorrelated

asymptotically). Therefore, both the instrument � logWit�1 and the dependent variable

� log hit are correlated with �it in small samples, producing estimates biased towards the

OLS estimate (Nelson and Startz (1990)). Note, however, that in the analysis presented

herein, much of the data come from di�erent data sets, so the �nite sample bias is less than

if all the data were coming from the same dataset.

Table 6 shows four estimates of the intertemporal elasticity of substitution, as well as �rst

stage statistics. The necessary covariances for estimation are in tables 4 and 5. The sample

selection criteria are described in appendix A.

The estimates column (1) make no corrections for measurement error. The estimated

intertemporal elasticity of substitution is negative. When assuming measurement error is

white noise, as in column (2), the intertemporal elasticity is positive. The reason for the

change in sign is that the estimates in column (2) account for the division bias problem. As

mentioned previously, failure to account for measurement error results in downward biased

estimates of the intertemporal elasticity of substitution. However, the estimates in column

(2) do not account for the correlation between true variables and measurement error. Col-
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column (1) (2) (3) (4)
No measurement White noise No MA(1) Unrestricted
error serially uncorrelated component

Estimate Estimate Estimate Estimate

First Stage Estimates

 -.35 (.02) -.25 (.15) -.28 (.12) NC*

F � stat 371 2.91 6.0 NC*

R2 .124 .063 .080 NC*

Second Stage Estimates

Cov(� log hit+1;�logWit) .0092 -.0024 -.0020 .0007

Cov(� logWit+1;�logWit) -.0363 -.0153 -.0201 -.0208

� intertemporal
elasticity of substitution -.25 (.04) .16 (.27) .10 (.27) -.03 (.25)

*NC=not computable
Standard errors in parentheses

Column (1): � = Cov(� log ~hit;�log ~Wit�1)

Cov(� log ~Wit;�log ~Wit�1)

Column (2): � = Cov(� log ~hit;�log ~Wit�1)+Cov(uiht;uiwt)

Cov(� log ~Wit;�log ~Wit�1)+V ar(uiwt)

Column (3): ratio of equation 21 to equation 22
Column (4): ratio of equation 23 to equation 24

Table 6: Estimates of the Intertemporal Elasticity of Substitution Under Di�erent Measure-
ment Error Assumptions, 1981-1987 PSID, 1982, 1986 PSIDVS

umn (3) accounts for the correlation of measurement error with true variables. It shows

that accounting for \mean reverting measurement error" reduces the estimated intertempo-

ral elasticity of substitution. Section 2.4 showed that failure to account for serially correlated

measurement error most likely results in upward biased estimates of the intertemporal elas-

ticity of substitution. The estimates in column (3) assume that there is no MA(1) component

to measurement error. Column (4) assumes that all covariation in hours and wage changes

with twice lagged wage changes arises from measurement error. Assuming this reduces the

estimate of the intertemporal elasticity of substitution again. Columns (3) and (4) make two

extreme assumptions about the MA(1) component of measurement error. Therefore, columns

(3) and (4) bound the estimated intertemporal elasticity of substitution. Unfortunately, there

is insuÆcient data to distinguish which extreme assumption about the MA(1) component is

better. However, both columns (3) and (4) indicate an intertemporal elasticity of substitution
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that is close to zero. Overall, all the di�erent assumptions on measurement error in columns

(2)-(4) result in estimates that are not statistically di�erent from zero. Moreover, they are

not statistically di�erent from each other. However, all estimates are statistically di�erent

from .7, meaning that the estimates can reject a very large estimate of the intertemporal

elasticity of substitution..

As mentioned previously, it is not immediately obvious that the measurement error esti-

mates from the PSIDVS are applicable to the PSID. The best estimates of Cov(� logWit;�logWit�1)

center around -.02. Is this a reasonable number? Limited evidence suggests that it is. Several

papers document a rise in earnings instability in the 1970s and 1980s (MoÆt and Gottschalk,

1993; Cameron and Tracy, 1998). These papers show that the transitory component of earn-

ings has risen. Below I show that wage instability has risen over time as well. For example,

estimates of Cov(� log ~Wit;�log ~Wit�1); the estimate of the covariance of measured wage

changes with their �rst lag, increased from -.0182 (with a standard error of .0023) in 1970

to -.0397 (with a standard error of .0040) in 1986. If the variance of transitory measurement

error did not increase between 1970 and 1986, then it must be that the variance of transitory

wages increased between 1970 and 1985. If transitory wage variation did not exist in 1970

and Cov(� logWi1970;�logWi1969) = 0; then

Cov(� logWi1986;�logWi1985)

= Cov(� log ~Wi1986;�log ~Wi1985)� Cov(� log ~Wi1970;�log ~Wi1969)

= �:0215(:0046): (27)

If transitory wage variation existed in 1970, then the estimate of transitory wage variation in

1985 would be larger. Therefore, it seems that the estimates from the PSIDVS are reasonable

if there was a small transitory component of wages in 1970.

The series for Cov(� log ~hit;�log ~Wit�1) displays no time trend. Throughout the panel,

estimates of this object deviated little from .01 (with standard errors of .002 on average). For

example, Cov(� log ~hi1970;�log ~Wi1969) = :0050(:0017) and Cov(� log ~hi1986;�log ~Wi1985) =

:0116(:0023): Therefore, whereas wage instability seemed to grow between 1970 and 1986,

there was little change in the covariation between hours and lagged wage changes. This

suggests that the corresponding value of Cov(� log hit;�logWit�1) equals zero, which is

consistent with estimates from the PSIDVS. This appears once again to indicate that the
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intertemporal elasticity of substitution is zero.10

4.2 Estimates Using Alternative Instruments for Wage Changes

This section estimates the intertemporal elasticity of substitution using common alterna-

tive approaches. Assuming measurement error is the sum of a �xed component and a white

noise component, the correlation of measurement error in wage changes at time t and time

t�2 is zero. Therefore, the wage change at time t�2 can be used to predict the wage change

at time t: Furthermore, assuming that the �xed component of measurement error is uncorre-

lated with the transitory component of measured wages, the wage level at time t� 2 can be

used to predict the wage change at time t: This approach has been taken by Holtz-Eakin et

al. (1988) and Ziliak and Kniesner (1999).

An alternative approach, taken by Altonji (1986), is to use the reported hourly wage

for hourly workers. Denote this measure of the wage as _Wit; whereas earnings divided by

hours is ~Wit: Measurement error in reported hourly wages is presumably uncorrelated with

measurement error in earnings divided by hours, so measurement error in wage changes at

time t� 1 using one measure of the wage should be uncorrelated with wage changes at time

t using the other measure of the wage.11 This means that wage levels and changes at time

t� 1 can be used to predict the wage change at time t:

Table 7 presents estimates of the intertemporal elasticity of substitution using di�erent

instruments for the time t wage change. The hours change measure is again the residual

of hours changes on an age cubic, education, year dummies and changes in health status in

the second stage estimates.12 Of the seven sets of estimates, columns (1)-(3) use instrument

sets similar to other authors.13 Column (1) uses an instrument set (� log ~Wit�2) similar to

10It is possible to make a crude estimate of the intertemporal elasticity of substitution by taking the ratio

� =
Cov(� log ~hi1986;� log ~Wi1985)� Cov(� log ~hi1970;� log ~Wi1969)

Cov(� log ~Wi1986;� log ~Wi1985)� Cov(� log ~Wi1970;� log ~Wi1969)
= �:31: (28)

11Altonji (1986) notes that the current hourly wage measure _Wit refers to the wage at the time of the
interview whereas the earnings divided by hours measure ~Wit refers to hours and earnings over the previous
calendar year. In order to make the two wage measures refer to the same time period, I use the time t + 1
hours and earnings measures to generate ~Wit:

12I also tried a more standard approach. That is, include the age cubic, education, year dummies and
changes in health status as right hand side regressors in the second stage. The di�erent approach did not lead
to substantially di�erent estimates.

13Data from 1969 to 1992 were used in the analysis, although the same coding decisions (outlined in Appendix
A) were used as in the previous subsection.
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Column (1) (2) (3) (4) (5) (6) (7)
Group All All Hourly Hourly Hourly Hourly Hourly

First Stage Estimates, Dependent Variable is � log ~Wit

constant .008(.002) .101(.004) .097(.018) .006(.003) .091 (.017) .006 (.003) .060 (.017)

� log ~Wit�2 -.023 (.007) -.0045 (.013)

log ~Wit�2 -.036(.004) -.034 (.007)

� log _Wit�1 .016(.017)

log _Wit�1 -.039(.007)

� log _Wit�2 .002 (.022)

log _Wit�2 -.022 (.008)

R2 .0005 .0035 .0028 .0017 .0032 .0000 .0007

F � stat 11.6 91.9 13.3 10.2 25.0 .01 7.20

N 22570 26535 9524 6030 7751 6030 7751

Second Stage Estimates, Dependent Variable is � log ~hit

intertemporal elasticity of substitution
� -.11(.22) -.14(.09) .38(.19) -.06 (.27) .06 (.18) 7.0 (10.1) .15 (.31)

Standard errors in parentheses

Table 7: Estimates of the Intertemporal Elasticity of Substitution Under Di�erent Instrument
Sets, PSID 1969-1992

Abowd and Card (1987, 1989). Column (2) uses an instrument set log ~Wit�2 used by Holtz-

Eakin et al. (1988). Column (3) uses an instrument set similar to Altonji (1986), who uses

hourly wages of workers to instrument for earnings divided by hours. The estimates of the

intertemporal elasticity of substitution are higher when using the hourly wage measure _Wit

than when using the earnings divided by hours measure ~Wit as an instrument. The di�erence

between the estimates in column (3) and column (2) and the di�erence between column (3)

and column (1) are both positive and statistically signi�cant at the 95% level.

One possible reason for this discrepancy is that wage and hours dynamics of salaried

workers are di�erent from wage and hours dynamics of hourly workers. Alternatively, it

could be that serially correlated measurement error in the earnings divided by hours measure

is biasing the estimated intertemporal elasticity of substitution downwards. In subsection

2.5 I showed that serially correlated measurement error most likely biases the intertemporal

elasticity of substitution downwards when using earnings divided by hours.
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Columns (4)-(7) present estimates of the intertemporal elasticity of substitution using

both measures of both wages and wage changes at time t�2 as instruments for wages at time

t: The sample is restricted to hourly workers who have data on both log _Wit�2 and log ~Wit�2

in columns (4) and (6). In columns (5) and (7) the sample is restricted to hourly workers who

have data on � log _Wit�2 and � log ~Wit�2: Since the same people are being used to estimate

the intertemporal elasticity of substitution, we should think that using log _Wit�2 should yield

the same results as log ~Wit�2 and � log _Wit�2 should yield the same results as � log ~Wit�2 in

the absence of serially correlated measurement error.

If there are di�erences in wage and hours dynamics for salaried and hourly workers then

there might be di�erences in the intertemporal elasticity of substitution between hourly and

all workers. Appendix D shows why the estimated intertemporal elasticity of substitution

might be higher for non-hourly workers. On the other hand, if serially correlated measurement

error is a�ecting estimates when using the ~Wit measure of wages, then we should see lower

estimates of the intertemporal elasticity of substitution when using ~Wit than when using

_Wit: The di�erence should exist even when looking at the same people. It appears that

there is (weak) evidence for both claims. Columns (1) and (4) both use � log ~Wit�2 as the

instrumental variable. By restricting the sample from all workers, as in column (1), to hourly

workers, as in (4), the estimated intertemporal elasticity of substitution rises from -.11 to

-.06. Columns (2) and (5) both use log ~Wit�2 as the instrumental variable. By restricting

the sample from all workers, as in column (2), to hourly workers, as in (5), the estimated

intertemporal elasticity of substitution rises from -.14 to .06. The di�erence between the two

numbers is not statistically signi�cant. However, when restricting the analysis to workers who

are not paid hourly, the estimated of the intertemporal elasticity of substitution drops to -.21

(with a standard error of .09) when using � log ~Wit�2: The estimate of the intertemporal

elasticity of substitution is positive. The di�erence between the estimates for the hourly and

non-hourly samples is statistically signi�cant at the 90% level. It appears that by restricting

the analysis to hourly workers, the intertemporal elasticity of substitution rises.

However, even after restricting the analysis to hourly workers, the estimate of the in-

tertemporal elasticity of substitution is lower when using log ~Wit than when using log _Wit as

the instrument. Di�erences between the estimates are not close to being statistically di�er-

ent from each other, so the results must be at best taken as suggestive. Unfortunately, the
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estimates in column (6) show that � log _Wit has no predictive power, so the analysis must

be limited to columns (5) and (7). Columns (5) and (7) use twice lagged wages to instru-

ment for current wage changes. Column (5) uses log ~Wit�2 and column (7) uses log _Wit�2

as instruments. The sample in both estimates includes exactly the same individuals. The

estimates using log _Wit�2 result in slightly higher estimates than log ~Wit�2; but the di�erence

is statistically insigni�cant. It is interesting to note, however, that subsection 2.5 predicted

that log ~Wit�2 would produce downward biased estimates of the intertemporal elasticity of

substitution if measurement error in wages is positively serially correlated. Therefore, there is

some evidence that serially correlated measurement error leads to downward biased estimates

of the intertemporal elasticity of substitution when using twice lagged wages.14

This subsection provides some evidence that the estimated intertemporal elasticity of sub-

stitution may be di�erent for hourly and non-hourly workers. It also provides slight evidence

that autocorrelated measurement leads to downward biased estimates of the intertemporal

elasticity of substitution. However, the most important thing to note is that all estimates

are close to zero. These results, combined with the results in the previous subsection, show

that person-speci�c year to year variation in hours is uncorrelated with person-speci�c year

to year variation in wages.

5 Conclusions

In this paper I estimate the labor supply response to predictable wage changes. Using

data from the PSID and the PSIDVS, I �nd a large transitory component to wages, even after

correcting for measurement error. Since, by de�nition, the transitory component of wages

vanishes over time, workers should anticipate that transitory wage shocks should vanish. This

means that workers can predict some wage changes, and thus the labor supply response to

these predicable wage changes identi�es the intertemporal elasticity of substitution.

Controlling explicitly for measurement error using the PSIDVS, I estimate the labor sup-

ply response to predictable wage changes. I �nd that measurement error in hours and wages

is correlated with true hours and wages. I also �nd that measurement error is serially corre-

lated. This violates the assumptions of many previous studies PSID studies of intertemporal

14Ziliak and Kniesner (1999) also �nd evidence that the W �

it measure leads to downward biased estimates.
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labor supply and will most likely lead to downward biased estimates of the intertemporal

elasticity of substitution.

However, properly controlling for measurement error does not overturn the qualitative

�ndings of the previous PSID studies. Depending on the assumed autocorrelation structure

for measurement error, point estimates are -.03 to .10 with a standard error of .25. A

conservative range for the intertemporal elasticity of substitution is -.5 to .6. Although the

range is wide, an estimate of .6 is still well below the elasticities used in the Real Business

Cycle literature.

This paper estimates the intertemporal elasticity of substitution using a nationally rep-

resentative dataset (males in the PSID). However, the measurement error corrections were

obtained using a non-representative dataset (males in the PSIDVS). It would be interesting to

obtain measurement error corrections using a more representative data set and re-estimate the

intertemporal elasticity of substitution using the methods described herein. New validation

studies and matched employer-employee datasets should make this possible.
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Appendix A: Sample Selection Criteria Below is the sample selection criteria

used for analysis. The following Table describes the sample selection criteria that were used.

The left hand side column refers to the selection criteria, the next four columns refer to

observations deleted from the PSIDVS where R refers to respondent observations and V

30



refers to the validation (i.e. �rm) observation of the individual. The right hand column

refers to observations from the PSID. The initial subsample consisted of all males in the

relevant years with hours greater than zero.

Criterion for Deletion 1983 (R) 1983 (V) 1987 (R) 1987 (V) PSID
Hours

Initial observations 339 173 449 296 19160
Hours < 500 or Hours > 4500 3 - 1 - 793
Age < 25 or age > 65 4 0 10 3 2130
Hours were assigned 50 - 9 - 476
Multiple job holders 23 - - - -
Firm is not main job - - 2 - -
Remaining observations 259 173 427 293 15761

Wages

Earnings missing 7 0 0 0 0
Wages < $3 or > $100 0 - 0 - 559
Earnings accuracy - - 28 - 258
1987 Validation data di�erent
from 1983 Validation data - 1 - - -
Remaining observations 245 172 399 293 14944

Table 8: Sample Selection

A \-" implies that the sample selection criteria was not used to delete observations. The

only selection criteria used for the validation reports is that they are not missing and that

the �rm reports be internally consistent (i.e. that a �rm's 1987 report of a worker's 1982

earnings be the same as the 1983 report of the same worker's earnings). I use no other criteria

for the validation reports in the PSIDVS since I have no information on the true measures

of hours and wages in the PSID. For 1983 I delete respondent reports of multiple job holders

because the hours question refers to hours on all jobs, whereas the validation report refers

only to hours worked on the main job. For 1987 the hours question refers to the main job.

Two respondents reported the �rm was not their main job.

I also deleted observations where there were earnings and hours assignments (i.e. the

reports were inaccurate). Unfortunately, earnings in 1983 were missing the assignment vari-

able.

Appendix B: Obtaining Standard Errors

This appendix describes the procedure to obtain standard errors for both the �rst stage

wage regression and the second stage estimate of the intertemporal elasticity of substitution.
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Estimation of both is similar so I focus on estimates of the intertemporal elasticity of sub-

stitution for concreteness. The approach taken here is somewhat similar to the approach of

Angrist and Krueger (1992) who use two samples in estimation.

There are several econometric problems in estimating the standard error. First, estimates

of Cov(� log ~hit;�log ~Wit�1) and Cov(� log ~Wit;�log ~Wit) come from the PSID whereas the

other objects come from the PSIDVS. Second, the estimates of these objects are obtained

using several years of data. Third, observations in these years are not independent of one

another because the same individuals are observed in multiple years. Fourth, the same

individuals are not observed in all years. Therefore, because the data are unbalanced. The

procedure below addresses all four problems.

The basic procedure is standard. First, obtain the variance-covariance matrix for the data

used to estimate the intertemporal elasticity of substitution. Second, use the delta method

to estimate the standard error of the intertemporal elasticity of substitution.

Consider a highly simpli�ed version of the problem where

�̂ =

1
NA+NB

�PNA
i=1Ai +

PNB
i=1Bi

�
1

NU+NV

�PNU
i=1 Ui +

PNV
i=1 Vi

� =
�S
�T

(29)

where Ai and Bi are individual contributions to a covariance, e.g. Ai = � log ~hi85�log ~Wi84�

E[� log ~hit�log ~Wit] and Bi = � log ~hi86�log ~Wi85�E[� log ~hit�log ~Wit]; and NA; NB ; NC ;

and ND are the number of observations in covariance A;B;C; and D: Assuming that the

wage and hours generating process is stationary,15 I also enforce the restriction that �A =

�B = 1
NA+NB

�PNA Ai +
PNB Bi

�
and �C = �D = 1

NC+ND

�PNC Ci +
PND Di

�
as they are

both means of the same object. Embodied in this problem are all four previously mentioned

problems.

I make two fairly innocuous assumptions. Denote NB = NB(NA); NC = NC(NA); ND =

ND(NA) to indicate that NB; NC ; ND are to be viewed as functions of NA: Then, assume

limNA!1NB(NA) = kB ; limNA!1NC(NA) = kC ; limNA!1ND(NA) = kD; where kB ; kC ; kD

are constants. In other words, the number of observations in each moment condition (A;B;C;D)

are all converging to in�nity at the same rate. Moreover, assume that plimNA!1
1

NA+NB

�PNA
i=1Ai+

15The stationarity assumption is not necessary for estimation of �; but it simpli�es the computation of the
standard errors.
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PNB
i=1Bi

�
= E(A) and plimNA!1

1
NU+NV

= 1
NU+NV

�PNU
i=1 Ui +

PNV
i=1 Vi

�
= E(U):

Performing a Taylor's series expansion of �̂ around � and squaring results in the delta

method. Written in matrix format, the more general form of the delta method applied to

unbalanced panels becomes apparent:

(� � �̂) � N

 
0; (

@�

@m
)0W (

@�

@m
)

!
(30)

wherem is a covariance, e.g. A; andW is the fourth moment matrix of the covariances needed

to estimate equation (29). In practice, @�
@m

and W are replaced by their sample analogs:

@�̂

@ �m
=

0
BBBBBB@

1
�T

1
�T

�
�S
�T 2

�
�S
�T 2

1
CCCCCCA
; (31)

Ŵ =

0
BBBBBBB@

�
1

NA+NB

�2PNA
i=1(Ai �

�A)2
�

1

NA+NB

�2PNA\NB
i=1 (Ai �

�A)(Bi �
�B) : :�

1

NA+NB

�2PNA\NB
i=1 (Ai �

�A)(Bi �
�B)

�
1

NA+NB

�2PNB
i=1(Bi �

�B)2 : :�
1

NA+NB

��
1

NU+NV

�PNA\NU
i=1 (Ai �

�A)(Ui � �U)
�

1

NA+NB

��
1

NU+NV

�PNB\NU
i=1 (Bi �

�B)(Ui � �U) : :�
1

NA+NB

��
1

NU+NV

�PNA\NV
i=1 (Ai �

�A)(Vi � �V )
�

1

NA+NB

��
1

NU+NV

�PNB\NV
i=1 (Bi �

�B)(Vi � �V ) : :

1
CCCCCCCA
:

(32)

Ŵ is a symmetric matrix. The objects in the two right hand columns are obvious. NA \NB refers to

the number of persons that contributed to both the Ai covariance and the Bi covariance. Note that if

Ai and Ui are from di�erent datasets, NU \NV = 0. If A and B were from one dataset and C and D

were from another dataset, 32 would be block diagonal. Upon inspection of equations (31) and (32)

their general form is clear. In practice, estimation of � and its distribution is more tedious but no more

complicated than what is described in this section. For example, in the absence of measurement error,

equation (10) will have �ve objects in the numerator and �ve in the denominator (one for each year

of PSID data). If all aspects of measurement error are considered, including the MA(1) component,

equation (10) will have 22 components in the numerator and 17 components in the denominator.

Appendix C: Derivation of the First Stage Regression
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This appendix shows the procedure to control for measurement error in the �rst stage regression

(26). The procedure to control for measurement error is fundamentally similar to the procedure used

to control for measurement error when estimating � directly. The solution to the problem becomes

intractable when measurement error has an MA(1) component. Therefore, I assume �h=�w = 0: This

is the assumption made in column Table 6. Applying the following method to the simpler and more

restrictive cases in columns (1) and (2) of Table 6 is straightforward. The regression coeÆcient in the

�rst stage is

 =
Cov(� logWit;� logWit�1)

V ar(� logWit�1)
(33)

which can be rewritten as

 =
Cov(� log ~Wit � �wit;� ~Wit�1 � �wit�1)

V ar(� log ~Wit�1 � �wit�1)
: (34)

Some algebra show that

 =
Cov(� log ~Wit;� log ~Wit�1) + 2Cov(logWit; �wit) + V ar(�wit)

V ar(� log ~Wit�1)� 4Cov(logWit; �wit)� 2V ar(�wit)
: (35)

It is straightforward to compute the usual �rst stage statistics. Standard errors for  are computed

using the method described in Appendix B. The t� statistic is  divided by its standard error. The

F � statistic is the square of the t� statistic: The R2 is the explained sum of squares divided by the

total sum of squares. If the series � logWit is stationary, then the R2 is

R2 =

PN
i=1(̂� logWit)

2

PN
i=1(� logWit+1)2

� ̂2: (36)

Note that the adjusted R2 is the same as the R2 because there is only one right hand side variable.

Also, the only explanatory variable in the �rst stage equation is the lagged wage change. Since the

lagged wage change is not in the second stage equation, the partial R2 is the same as the R2:

Appendix D: An (Extremely Simple) Long Term Contract Model Below I

informally describe a long term contract model. I then derive the estimated intertemporal elasticity

of substitution that results from this model. No attempt is made to be complete. See Rosen (1985)

for a more complete discussion, and Abowd and Card (1987) who estimate a contract model.

Consider the problem of a risk neutral competitive �rm that faces �rm speci�c labor productivity

shocks. The �rm's objective function is to maximize the present value of future pro�ts. The �rm hires

risk averse workers.

Assume that before being hired by �rms, all workers are identical. Further assume that after
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being hired, workers acquire �rm-speci�c human capital. Firm-speci�c human capital investment

makes workers more productive at one �rm than at other �rms once the worker is trained. Assume

that a worker's marginal productivity is comprised of a non-random component that is common to

all workers and a stochastic component vijt that is common for all workers (denoted by subscript i)

at a speci�c �rm (j) within a given time period t: The realization of vijt is observed by both the

worker and the �rm and the distribution of vijt is the same for all �rms. The worker's productivity is

greater at the �rm where he has training than at any other �rm, even in the worst state vijt: Finally,

assume that workers' preferences are separable between consumption and leisure and are independent

of productivity (which is what I have assumed throughout). Also assume that the market rate of

interest is the same as worker's subjective rate of time preference.

Suppose that �rms can write long term enforceable contracts with workers. Because workers are

risk averse and �rms are risk neutral, the optimal contract requires that the �rm insure the worker

against bad productivity shocks. The �rm's problem is to choose a contract that speci�es (1) a the

level of compensation Eit and (2) the number of hours a worker must work as a function of the �rm-

speci�c productivity shock hijt = h(vijt) subject to the constraint that workers will choose to sign the

contract.

Under the optimal contract the �rm requires that the number of work hours increases when the

marginal product of labor increases. However, the �rm will o�er the same level of compensation in all

periods (i.e. Ei = Eit for all t where is the compensation level) Thus, a worker's hours changes are pos-

itively correlated with productivity changes, but earnings changes are uncorrelated with productivity

changes.

The contract model and the intertemporal labor supply model have di�erent implications for

estimates of the intertemporal elasticity of substitution. Both models imply that the intertemporal

elasticity of substitution can be measured using the covariation between predictable productivity

changes and hours worked changes. However, the intertemporal labor supply model assumes that

the wage is a suÆcient statistic for productivity. In the contracting model, however, wages and

productivity are di�erent. Therefore, the contacting model implies that the covariation of predictable

wage changes and hours changes does not result in an estimate of a preference parameter.

Recall that wages are constructed using earnings divided by hours, � logWit = � logEit �

� loghit: Using equation (10), the estimated intertemporal elasticity of substitution is

� =
Cov(� log hit;� logEi �� loghit�1)

Cov(� logEi �� loghit;� logEi �� loghit�1)
=

Cov(� log hit;�� loghit�1)

Cov(�� loghit;�� loghit�1)
= �1 (37)

since � logEi = 0: In the contracting model, when productivity at the �rm increases, hours worked

increases but earnings do not increase. Therefore, the imputed wage falls. The contracting model

implies that the estimated intertemporal elasticity of substitution is -1.
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The contract presented in this appendix resembles the contract that salaried workers with no

overtime pay receive. Card (1994) estimates that about 40% of all workers receive no overtime pay,

although the fraction is lower for hourly workers. Moreover, 25% of all workers are salaried workers

who receive no overtime pay. Given that the model described herein is an accurate description of one

fourth of the work force and that the estimated intertemporal elasticity of substitution for this group

should be -1, it is perhaps unsurprising that the estimated intertemporal elasticity of substitution

is zero for all workers. Moreover, it is unsurprising that estimates of the intertemporal elasticity of

substitution should be greater for hourly than non-hourly workers.
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