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Introduction and summary

The practice of forecasting inflation has generally been
considered an important input in monetary policymak-
ing. Recently, this view has come under attack. In an
article that appeared in the Federal Reserve Bank of
Minneapolis’s Quarterly Review, Atkeson and Ohanian
(2001, hereafter A&O) argue that the likelihood of ac-
curately predicting a change in inflation using modern
inflation forecasting models is no better than a coin
flip. They conclude that these forecasting models can-
not be considered a useful guide for monetary policy.
In this article, we reexamine the findings that underlie
this conclusion. We show that it may be possible to fore-
cast inflation over some horizons and in some periods.

A&O study the properties of standard Phillips-
curve-based inflation forecasting models. These models
relate changes in inflation to past values of the unem-
ployment gap (the difference between unemployment
and a measure of unemployment believed to be asso-
ciated with non-accelerating inflation, the so-called
NAIRU [non-accelerating inflation rate of unemploy-
ment]), past changes in inflation, and perhaps other
variables believed to be useful indicators of inflation.'
Recently, Stock and Watson (1999, hereafter S&W)
proposed a generalized version of the Phillips curve
and argued that their generalization is superior to these
standard models as a forecasting tool. Focusing on the
one-year-ahead forecast horizon, A&O argue that un-
employment-based Phillips curve models and S&W
generalized Phillips curve models can do no better than
a “naive model,” which says that inflation over the
coming year is expected to be the same as inflation
over the past year. This analysis focuses on the ability
to forecast the magnitude of inflation in the Consumer
Price Index (total CPI), the CPI less food and energy
components (core CPI), and the personal consumption
expenditures deflator (total PCE) over the sample pe-
riod 1985 to 2000.
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To gain some insight into these findings, figure 1,
panel A displays 12-month changes in 12-month core
CPI from 1967 to 2000. The vertical lines in this figure
(in 1977, 1985, and 1993) divide the sample period
into four periods. It is immediately clear that in the two
later periods, that is, the sample period considered by
A&O, the volatility of changes in inflation was much
lower than in the two earlier periods. This change in
the behavior of inflation seems to be coincident with
the change in monetary policy regime that is generally
thought to have taken effect in the mid-1980s.? The
lower volatility and the possibility of a changed mone-
tary policy regime in the later two sample periods may
favor the naive model studied by A&O. Figure 1, panel
B shows that PCE less food and energy components
(core PCE) behaves in a similar fashion.

These changes in the behavior of inflation raise
the question of whether A&QO’s findings are due to
special features of the data in the sample period they
chose to focus on. To address this possibility, we ex-
tend the A&O analysis by studying three distinct sam-
ple periods, 197784, 1985-92, and 1993-2000. In
addition, we add core PCE inflation to the list of in-
flation measures and we consider a broader class of
Stock—Watson type models. A&O focus on the one-
year forecast horizon. Given the lags inherent in the
effects of monetary policy actions, it is reasonable to
consider whether their results extend to longer hori-
zons. Consequently, we analyze both the one-year and
two-year forecast horizons.

Our findings confirm the A&O results for the
1985-2000 period, but not for 1977-84. The Phillips
curve models perform poorly in both the 1985-92
and 1993-2000 periods when forecasting core CPI.

Jonas D. M. Fisher is a senior economist, Chin Te Liu
is an associate economist, and Ruilin Zhou is a senior
economist at the Federal Reserve Bank of Chicago.
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However, when forecasting core PCE, these models
improve significantly relative to the naive model in
the 1993-2000 period. While the Phillips curve models
do poorly for the one-year-ahead forecast horizon,
we do find evidence in favor of the Phillips curve
models for the two-year-ahead forecast horizon, at
least with respect to core inflation. Taken together,
these findings are consistent with our suspicion that
periods of low inflation volatility and periods after
regime shifts favor the naive model.

Federal Reserve Bank of Chicago

The relatively poor performance of the Phillips
curve models reflects their inability to forecast the
magnitude of inflation accurately. Ultimately, the way
we assess our forecasting models should reflect the
usefulness of the forecasts in policymaking. In our
view, policymakers understand that precise forecasts
of inflation are fraught with error. As a result, they
pay considerable attention to the direction of change
of future inflation. For this reason, we do not view
measures of forecast performance used by A&O and
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many others that emphasize magnitude as the only
criteria for evaluating forecasting models.

Consequently, we consider a complementary
approach to evaluating forecasting models that em-
phasizes the forecasted direction of change of future
inflation. Under the assumption that forecast errors are
symmetrically distributed about the forecast, the naive
model provides no information about future inflation;
it is no better than a coin flip at predicting the future
direction of inflation. Under the same symmetry as-
sumption, the Phillips curve models predict that infla-
tion will change in the direction indicated by comparing
the point forecast with the current level of inflation.
We analyze the ability of our Phillips curve models to
forecast the direction of inflation and find that they
do quite well. Over the entire 1977-2000 period, the
Phillips curve models are able to forecast the correct
direction of inflation one year ahead between 60 per-
cent and 70 percent of the time. For the same period,
the models forecast the correct direction two years
ahead more than 70 percent of the time.

These results suggest that the Phillips curve models
forecast the direction of inflation changes relatively
well across measures of inflation and across time. But
when it comes to forecasting the magnitude of infla-
tion changes, there may be times, such as after a change
in monetary policy regime, when the naive model may
do better than the Phillips curve models. The last ques-
tion we address is whether it is possible to improve
on the forecasts of the naive model in difficult times
by using the directional information contained in the
Phillips curve models. We show that it is possible to
improve on the naive model, although the improve-
ment is modest.

One interpretation of our findings is that it is pos-
sible to forecast inflation accurately during some periods,
but not others. We argue that the periods in which it is
difficult to forecast inflation are associated with changes
in monetary policy regime, broadly interpreted. This
implies that if we are in a stable monetary regime and
expect the regime to persist, then it may make sense
for policymakers to pay attention to inflation forecasts.

In the next section, we outline the different fore-
casting models that we consider in our analysis. Next,
we discuss the standard methodology we implement
to evaluate the ability of these models to forecast the
magnitude of future inflation. We then discuss our re-
sults for forecasting magnitude and present our anal-
ysis of forecasting directional changes in inflation. We
describe our procedure for combining the naive model
with our directional forecasts and how well this proce-
dure performs over our sample period. Finally, we dis-
cuss some possible policy implications of our findings.
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Statistical models of inflation

The standard approach to forecasting inflation is
rooted in ideas associated with the Phillips curve, the
statistical relationship between changes in inflation and
measures of overall economic activity. The general-
ized version of the Phillips curve proposed by S&W
involves variables that summarize the information in
a large number of inflation indicators. S&W argue that
their generalization is superior to conventional Phillips
curves as a forecasting tool. A&O argue that neither
the conventional nor the generalized Phillips curve
framework can do better than a simple forecast (their
naive model) that says inflation over the coming year
is expected to be the same as inflation over the past
year. We reexamine this claim using a broader class
of S&W-type models than considered by A&O. Now
we describe in detail the models we study.

The naive model

The benchmark for evaluating our models is the
naive model described by A&O. The starting point
for the naive model is the martingale hypothesis, which
states that the expected value of inflation over the next
12 months is equal to inflation over the previous 12
months. Specifically,

1) Exn:ilz = n;z’

where the 12-month inflation rate, 11:}2 is defined as
the 12-month change in the natural logarithm of the
price indexes p,

TC:Z = 111 pl - ln pt—IZ’

and £, denotes the expectation conditional on date #
information. The naive model equates the forecast of
inflation over the next 12 months, #\%,,, with its con-

ditional expectation. That is,

2) 1%;3—12 = n112.
Notice that if the martingale hypothesis holds, then
the expected value of 12-month inflation in the second
year following date # must also equal inflation over
the 12 months prior to date z, that is

Emi,=m’
Similar to the 12-month forecast, the naive model
equates the forecast of inflation over the next 24 months,

Al12 . . .. . .
.., » With its conditional expectation:
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3) L, =m
Generalized Phillips curve models

The simplest alternative to the naive model pos-
tulates that changes in 12-month inflation only de-
pend on recent changes in one-month inflation. That
is, for J=12, 24,

4 n, -n’=o+BL) (K, -7, ) +g,,,

t+J
where the one-month inflation rate, 1, is defined by
n=Inp —-Inp .

In addition, €, is an error term, and B(L) specifies the
number of lags in the equation.’ Below, we refer to
this as model 1.

The next model we consider is based on the
Chicago Fed National Activity Index (CFNAI). This
index is a weighted average of 85 monthly indicators
of real economic activity. The CFNAI provides a sin-
gle, summary measure of a common factor in these
national economic data. As such, historical movements
in the CFNALI closely track periods of economic ex-
pansion and contraction. The index is closely related
to the “Activity Index” studied in S&W.* Our model
based on this index postulates that changes in 12-month
inflation, in addition to recent changes in inflation,
also depend on current and past values of the CFNAL
That is, for J =12, 24,

5) n:ij - n;Z =0+ B(L) (TC, - Tcl—l)+ 'Y(L)Cll tE€.,
where a, denotes the value of the CFNALI at date 7, and
B(L) and y(L) specify the number of lags in inflation
and the index, respectively, included in the equation.
We refer to this as model 2.

The remaining models we consider are based on
the diffusion index methodology described in S&W.
This methodology uses a small number of unobserved
indexes that explain the movements in a large number
of macroeconomic time series. Our implementation of
the S&W methodology uses 154 data series, including
data measuring production, labor market status, the
strength of the household sector, inventories, sales,
orders, financial market, money supply, and price
data. The procedure that obtains the indexes processes
the information in the 154 series so that each index is
a weighted average of the series and each index is
statistically independent of the others. We consider six
indexes, d, , d, , ..., d, which are ranked in descending
order in terms of the amount of information embedded
in them.

Federal Reserve Bank of Chicago

Our diffusion index models postulate that changes
in 12-month inflation depend on recent changes in in-
flation, and current and past values of a number of
diffusion indexes. That is, for J= 12, 24,

6) n’,-n’= a+B(L)(x, -7, )

t

K
+3.6,(L)d, +¢,,,,

i=1

where K =1, 2, ..., 6, and B(L) and 0 (L) specify the
number of lags in inflation and diffusion index i, re-
spectively, included in the equation. As more indexes
are included in the equation, more information about
the 154 series is incorporated in the forecast. We refer
to these as models 3, 4, ..., 8.

For all these models, we equate the forecasts of
inflation with the conditional expectation implied by
the model. That is, for J= 12, 24,

ﬁ;ij = E,TCZJ.

We estimate all these models by ordinary least
squares (OLS). In each case, we use the Bayes Infor-
mation Criterion (BIC) to select the number of lags
of inflation, the CFNAI, and the diffusion indexes. In-
tuitively, BIC selects the number of lags to improve the
fit of the model without increasing by too much the
sampling error in the lag coefficients. We allowed for
the possibility that lags could vary from 0 to 11.

In real time, it is difficult to choose the appropriate
model to use to form a forecast. To address this issue,
we consider a forecasting model in which the forecast
of inflation at any given date is the median of the fore-
casts of models 1 through 8 at that date.’ This procedure
has the advantage that it can be applied in real time. We
call this the median model. Stock and Watson (2001)
use a similar model. For convenience, we refer to the
collection of models comprising models 1 through 8
plus the median model as Phillips curve models.

Model evaluation methodology

We evaluate the accuracy of the generalized
Phillips curve models by comparing them with the
naive model. We do this through various simulated
out-of-sample forecasting exercises. These exercises
involve constructing inflation forecasts that a model
would have produced had it been used historically to
generate forecasts of inflation. Two drawbacks of our
approach, which also affect A&O and S&W, are that
we do not use real-time data in our forecasts and we
assume all the data are available up to the forecasting
date. On a given date, particular data series may not
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yet be published. Also, many data series are revised
after the initial release date. In our forecasting exercises,
we calculate the CFNAI and diffusion indexes assum-
ing all the series underlying the indexes are available
up to the forecast date.® In practice, this is never the
case and we must fill in missing data with estimates.
Since we do not use real-time data to construct the
CFNAI and diffusion indexes, we also abstract from
problems associated with data revisions. We suspect
that these drawbacks lead us to overstate the effective-
ness of our CFNAI and diffusion index models. Data
revision is also a problem for the lagged inflation and
naive PCE models, since this price index is subject to
revisions. It does not affect the CPI versions of these
models, since the CPI is never revised.

To assess the accuracy of our various models, we
first construct a measure of the average magnitude of
the forecasting error. The measure we use is root mean
squared error (RMSE). The RMSE for any forecast is
the square root of the arithmetic average of the squared
differences between the actual inflation rate and the
predicted inflation rate over the period for which sim-
ulated forecasts are constructed. For J= 12, 24,

2 172
7) RMSE = (%i[n}i, -#2,] ] :

t=1

where T denotes the number of forecasts made over
the period under consideration. We compare the fore-
cast of a given Phillips curve model with that of the
naive model by forming the ratio of the RMSE for
the Phillips curve model to the RMSE for the naive
model. We call this ratio the relative RMSE.

A ratio less than 1 thus indicates that the Phillips
curve model is more accurate than the naive model.
Subtracting 1 from the ratio and multiplying the result
by 100 gives the percentage difference in RMSE be-
tween the two models. The RMSE might be strongly
affected by one or two large outliers. We reworked our
analysis using a measure of forecasting error that places
equal weight on all forecasting errors and found that
our findings are robust.” The RMSE statistics are sub-
ject to sampling variability and, consequently, are mea-
sured with error. In principle, we could use Monte Carlo
methods to assess the magnitude of this error. How-
ever, this would require specifying an underlying data-
generating process for all the variables in our analysis
(more than 150 of them). One should keep this sam-
pling error in mind when interpreting the results below.

The sample period of our analysis begins in 1967.
We chose this date because it is the beginning date for
the data used to construct the CFNAI and the diffusion
indexes.® We estimate the forecasting equations using
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rolling regressions, a method that keeps the number
of observations in the regression constant across fore-
casts. Since it excludes observations from the distant
past, this approach can in principle accommodate the
possibility of structural change in the data-generating
process. We choose this sample length for the rolling
regression procedure to be 15 years.’

Finally, we consider three distinct periods over
which to evaluate the forecasts of the models: 1977—
84, 1985-92, and 1993-2000. To compare our results
with those in A&O, we also evaluate the overall per-
formance of the models over the 1985-2000 period.
To complete the analysis, we study the performance
of the models over the entire 1977-2000 period as well.
The 1977-84 period is one of high inflation volatility
and general economic turbulence. The 1985-92 peri-
od is generally associated with a new monetary poli-
cy regime. This period also includes a mild recession.
The 1993-2000 period witnessed uninterrupted eco-
nomic expansion, stable monetary policy, and declin-
ing inflation.

Atkeson and Ohanian revisited

We estimated the Phillips curve models for the five
sample periods and computed the associated RMSEs
and the relative RMSEs. For models 1-8, we do not
report all the results, just the results for the best models.
We do this to demonstrate the potential forecasting
capacity of these models. A&O report the performance
of the best and worst models they look at across dif-
ferent lag lengths. S&W use BIC to select lag length
and report the performance of all their models. All
of these approaches suffer from the deficiency that
in real time one may not know which is the best per-
forming model. Our median model overcomes this
deficiency. Table 1 displays the RMSE statistics of
the best and median 12-month-ahead and 24-month-
ahead forecasts for the five sample periods and four
measures of inflation. The table also identifies the
best performing models. The numbers in bold in the
table indicate cases in which the naive model outper-
forms the Phillips curve models. Finally, for each
case we report the RMSE for the naive model.

Regarding the 12-month-ahead forecasts in table 1,
our findings are as follows. First, over the 1985-2000
period, essentially all the relative RMSEs are at least
as large as 1. That is, the naive model outperforms all
the Phillips curve models. This finding confirms the
result reported in A&O that Phillips curve models have
not performed well over the last 15 years. Second,
while inflation forecasting appears to have been quite
difficult over the last 15 years, for core PCE it has
become a little easier in the most recent forecasting
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Forecasting the magnitude of inflation: Phillips curve models vs. naive model
12 months ahead 24 months ahead

Naive Best Median Naive Best Median

model performing Rel. rel. model performing Rel. rel.
Sample period RMSE model RMSE RMSE RMSE model RMSE RMSE
Core CPI
1977:01-1984:12 2.360 2 0.768 0.885 3.802 4 0.930 0.868
1985:01-1992:12 0.667 1 0.985 1.290 0.780 1 0.894 1.615
1993:01-2000:12 0.341 2 1.110 1.181 0.705 2 0.765 0.768
1985:01-2000:12 0.530 1 1.016 1.268 0.744 1 0.903 1.304
1977:01-2000:12 1.430 2 0.891 0.927 2.278 5 1.000 0.906
Core PCE
1977:01-1984:12 1.238 2 0.954 1.033 2.100 5 0.887 0.765
1985:01-1992:12 0.481 1 1.409 1.412 0.617 1 1.221 1.197
1993:01-2000:12 0.514 4 0.750 0.749 0.802 4 0.532 0.542
1985:01-2000:12 0.498 1 1.188 1.109 0.716 6 0.933 0.847
1977:01-2000:12 0.822 2 1.048 1.052 1.346 5 0.902 0.781
Total CPI
1977:01-1984:12 2.674 2 0.687 0.765 4.525 4 0.744 0.696
1985:01-1992:12 1.489 1 0.982 0.982 1.695 1 0.981 1.245
1993:01-2000:12 0.716 1 1.085 1.193 1.032 1 1.035 1.002
1985:01-2000:12 1.168 1 1.002 1.025 1.403 1 0.996 1.184
1977:01-2000:12 1.815 2 0.865 0.845 2.853 6 0.954 0.795
Total PCE
1977:01-1984:12 1.705 2 0.841 0.953 2.977 6 0.751 0.686
1985:01-1992:12 1.025 1 0.978 1.012 1.102 1 1.029 1.279
1993:01-2000:12 0.633 4 0.953 0.960 0.924 6 0.773 0.772
1985:01-2000:12 0.852 1 1.003 0.998 1.017 1 1.020 1.098
1977:01-2000:12 1.205 2 0.974 0.968 1.909 6 0.909 0.781
Notes: Fifteen-year rolling regression. RMSE is root mean squared error. Numbers in bold indicate cases in which the naive model
outperforms the Phillips curve models.

period. In particular, the forecast by the best model
and the median forecast have RMSEs 25 percent low-
er than the naive model over the 1993-2000 period.
Note, however, that this pattern is not true for core
CPI. Third, the Phillips curve models are generally
better than the naive model in the 1977-84 period.
This result is uniform across inflation measures, ex-
cept for the median forecast for core PCE. In some
cases the improvement is quite dramatic. For exam-
ple, the best CFNAI model is more than 30 percent
better than the naive model when forecasting total
CPI. Even the median forecast is about 24 percent
better than the naive model.

The results for the 24-month-ahead forecasts in
table 1 suggest that, over longer horizons than 12
months, the Phillips curve models may more consis-
tently outperform the naive model. In particular, the
best models at forecasting core inflation outperform
the naive model in the 1985-2000 period. However,
the gains are not dramatic. For core CPI, the gain is
roughly 10 percent, and for core PCE it is about 7

Federal Reserve Bank of Chicago

percent. The median forecasts for core CPI over this
period fare worse, but they are better for core PCE
with a gain of 15 percent over the naive model. In
the recent 1993-2000 period, the gains over the naive
model are more substantial. The best models improve
relative to the naive model by 24 percent for core CPI
and 47 percent for core PCE. We see similar gains
for the median forecasts. Finally, there are across the
board gains using Phillips curve models to forecast
24 months ahead for the 1977-84 period.

We can summarize these findings as follows. First,
the naive model does poorly in the 1977-84 period
and relatively well in the 1985-92 period, forecasting
12 months ahead. Second, the naive model does not
do well forecasting PCE inflation in the recent 1993—
2000 period. Finally, the naive model does better fore-
casting 12 months ahead than 24 months ahead.

We can attribute the first finding to an apparent
structural change in the early 1980s and the consequent
decline in inflation volatility in the post-1984 period
compared with the previous period. This decline in
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volatility is evident in the pattern of RMSEs for the
naive model in table 1 (also see figure 1).!° Given that
the naive model predicts no change in inflation, it
should do better in a period of low inflation volatility
than in a period of high volatility. It is unclear how
the performance of the Phillips curve models is af-
fected by inflation volatility. Nevertheless, we suspect
that changes in inflation volatility are a contributing
factor to the poor performance of the naive model in
the 1977-84 period and its significant improvement
in the most recent 15 years. Another factor that prob-
ably plays an important part in explaining our first
finding is that forecasting models do relatively well
in a stable environment. If the structure of the economy
changes, then regression equations tend to forecast with
more error. We suspect the change in structure in the
early 1980s has a lot to do with a change in monetary
policy regime around that time. We think volatility
and structural stability change may explain the second
finding as well. In particular, it appears that there was
a further decline in core CPI volatility in the 1993—
2000 period, which is not matched by core PCE.

We think one possible explanation of the im-
proved performance of the Phillips curve models at
the 24-month forecast horizon has to do with the
sluggish response of the economy to monetary policy
actions. It is generally understood that economic ac-
tivity and inflation respond with a considerable lag to
changes in monetary policy, and that inflation is more
sluggish in its response than economic activity. If
this is true then there may be less information about
future inflation in the 12-month-ahead forecasts than
in the 24-month-ahead forecasts. Note that as the fore-
cast horizon is increased, forecasting performance in
terms of RMSE generically worsens. We can see this
by comparing the RMSEs of 12-month-ahead and
24-month-ahead forecasts of the naive model in table 1.
Evidently, the forecast errors for the Phillips curve
models deteriorate at a slower rate than the forecast
errors for the naive model.

Forecasting direction

In the previous section we used the RMSE crite-
rion to evaluate the models. This measure emphasiz-
es the ability of a forecasting model to predict the
magnitude of inflation. In this section, we consider a
complementary approach to evaluating forecasting
models, which emphasizes the forecasted direction of
change of future inflation.

What do the models we have described have to say
about direction of change of inflation? First, consider
the naive model. Strictly speaking, according to equa-
tions 2 and 3, this model always predicts no change
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in inflation. In principle the martingale hypothesis,
equation 1, on which the naive model is based, could
be used to make forecasts about direction. Given the
conditional distribution of inflation 12 months and
24 months ahead, we could assess the probability of
an increase or decrease in inflation over these horizons
and use this to make predictions about the direction
of change. If this distribution is symmetric around the
conditional mean, then the martingale hypothesis would
suggest that the likelihood of an increase in inflation
is always 50 percent. If the distribution is skewed, the
odds of inflation changing in a particular direction
would be better than a coin flip. The martingale hy-
pothesis does not provide any information about the
nature of the conditional distribution.

Deriving predictions about the direction of infla-
tion changes from a Phillips curve model is more
straightforward. The main difference from the naive
model is that the conditional expectation of inflation
12 months and 24 months ahead is not constrained to
equal current inflation. Consequently, we can infer the
direction of change by making minimal assumptions
about the distribution of the error terms in equations
4-6. Specifically, if these distributions are symmetric,
then the direction of change is given by the sign of the
difference between the conditional forecast and the
current value of inflation.

Now we analyze the ability of our models to
forecast direction. We assume the forecast errors are
symmetrically distributed. Therefore, the naive model
predicts inflation increases with probability 50 percent.
We evaluate our Phillips curve models by assessing
how well they can forecast direction relative to this
baseline. Specifically, for a given Phillips curve model,
let D', be the predicted direction of change in in-
flation J periods ahead. We define DAt‘f , as follows
for J=12, 24:

. 12 12
8) lfjtlfj _ +1 lf ErTCH—J > 1E,
—1 otherwise

where D,lf , =+1 indicates a forecasted increase in

inflation and ﬁ:f , =—1 indicates a decrease. Actual

changes in inflation are defined analogously. Let
D)?, be the actual direction of change in inflation

J periods ahead, for J = 12, 24,

t+J

12
Dlz _ > ﬂ:t

t+J T

+1 if
—1 otherwise

We measure the directional change performance of
a model by measuring the percentage of the directional
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Forecasting the direction of inflation changes
12 months ahead 24 months ahead
Best Best
performing Median performing Median

Sample period model PDPC PDPC model PDPC PDPC
Core CPI

1977:01-1984:12 3 75.0 71.9 3 91.7 82.3
1985:01-1992:12 7 62.5 59.4 6 66.7 63.5
1993:01-2000:12 4 78.1 80.2 1 85.4 78.1
1985:01-2000:12 7 70.3 69.8 1 74.5 70.8
1977:01-2000:12 7 69.1 70.5 3 75.0 4.7
Core PCE

1977:01-1984:12 2 79.2 69.8 2 90.6 87.5
1985:01-1992:12 1 61.5 42.7 6 61.5 52.1
1993:01-2000:12 8 69.8 69.8 1 90.6 82.3
1985:01-2000:12 1 64.1 56.3 6 70.8 67.2
1977:01-2000:12 2 67.0 60.8 2 72.2 74.0
Total CPI

1977:01-1984:12 2 86.5 71.9 4 92.7 89.6
1985:01-1992:12 8 60.4 58.3 6 76.0 72.9
1993:01-2000:12 4 60.4 57.3 3 7.1 74.0
1985:01-2000:12 5 59.4 57.8 5 73.4 73.4
1977:01-2000:12 2 62.8 62.5 4 78.5 78.8
Total PCE

1977:01-1984:12 3 89.6 77.1 4 94.8 93.8
1985:01-1992:12 1 56.3 52.1 4 68.8 62.5
1993:01-2000:12 5 71.9 67.7 5 80.2 76.0
1985:01-2000:12 7 62.0 59.9 5 74.0 69.3
1977:01-2000:12 7 65.6 65.6 5 80.2 77.4
Notes: Fifteen-year rolling regression. RMSE is root mean squared error. PDPC indicates percentage of directional predictions that are correct.
Numbers in bold indicate failure with respect to the naive model.

predictions that are correct (PDPC) in a particular
sample period. This percentage is defined as (for
J=12,24),

PDPC = %i {2, =pt, 1.

t=1

where [ takes the value 1 when its argument is true
(that is, lA)ti2 , =D, ), and 0 otherwise.

We used our estimates of the Phillips curve mod-
els computed for the RMSE comparisons in the pre-
vious section to make predictions about the direction
of change of inflation according to equation 8. We
report the findings for the best Phillips curve models
and for the median model. Table 2 displays the 12- and
24-month-ahead directional predictions for the five
sample periods and four measures of inflation. The
table also identifies the best performing models.
Numbers in bold indicate failure with respect to the
naive model.

Federal Reserve Bank of Chicago

Our findings can be summarized as follows. It is
immediately clear from the tables that the Phillips curve
models predict direction in excess of 50 percent of the
time for both 12-month and 24-month horizons in all
but one case. Similar to their performance in terms of
RMSE, these models are typically best at predicting
directional change during the 197784 period and
worst in the 1985-92 period. Interestingly, the best
models at predicting directional changes are not the
same as the best models in terms of RMSE. For ex-
ample, model 4 (the model that includes d , and d,)
provides the best 12-month-ahead forecasts of direc-
tional changes of core CPI over the 1993-2000 period.
In terms of RMSE, model 2 provides the best forecasts
over this sample period. Moreover, it is possible for a
model to do well on directional changes while under-
performing the naive model in terms of magnitude.
In the example just given, the best directional change
model is correct more than 78 percent of the time, but
the best RMSE models in the corresponding period
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are worse than the naive model. Finally, the 24-month-
ahead directional change forecasts perform better
than the 12-month ahead forecasts.

Figures 2 and 3 provide information on when our
directional change forecasts are correct. The bars in-
dicate actual changes in core CPI and PCE inflation
and the green bars indicate the correct directional pre-
dictions of the median model over the 1977-2000 pe-
riod. The main lesson from these figures is that much
of the success of the directional forecasts derives from
periods in which there is a consistent trend in one
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direction or the other—the longer periods of consec-
utive increasing or decreasing inflation are associated
with better directional forecasting. The relatively poor
performance in the 1985-92 period may be partially
due to the absence of a trend. As with our interpreta-
tion of the RMSE findings, we believe the change

in monetary policy regime may also play a role. In-
terestingly, in the recent 1993-2000 period, despite
the general downward trend in core CPI inflation, the
one-year directional forecasts are able to correctly
anticipate the brief episodes of increasing inflation.

1Q/2002, Economic Perspectives
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Can we improve on the naive model
in difficult times?

Confirming the A&O findings, we show that the
naive model has done quite well over the last 15
years in forecasting the magnitude of inflation. Over
the same period, the Phillips curve models seem to
provide information on the direction of changes in
inflation. A natural question is whether we can com-
bine these models to get a better forecast for magni-
tude. Intuitively, we should be able to do this by
shaving the naive model forecasts up or down

Federal Reserve Bank of Chicago

according to the directional predictions. In this sec-
tion, we explore this idea and show that, indeed, it is
possible to do somewhat better than the naive model.

We modify the naive model by adjusting its fore-
cast in the direction predicted by a given Phillips curve
or median model. That is, for J =12, 24,

Al2

t+J th’

where ﬁ}f , is defined in equation 8 and v, is the ad-
justment factor. The intuition is that, for small enough
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v,, we should be able to improve on the naive model.
In addition, we believe the magnitude of v, should be
related to recent changes in inflation. Consequently,
we adjust the naive model by a percentage of the aver-
age inflation change in the recent past. That is, we
assume v, evolves as follows:

13
_ 12 12
v, =AX E |nj —nj712|.

j=i-N

There is nothing in this approach that pins down v,
and one may define v, in other ways, provided that it
is not too large. This formulation assumes symmetry
in magnitude of increases and decreases in inflation.
Choices of A and N reflect the forecaster’s belief in
the relevance of past volatility of inflation for future
volatility. For fixed N, intuition suggests that, for
small enough A, there will be at least a slight im-
provement over the naive model. We choose A = 0.1

and N to correspond to the beginning of the regres-
sion sample. We call this the combination model.

Table 3, constructed in the same way as table 1,
shows how well the combination model performs
relative to the naive model. These results confirm
our belief that we can improve on the naive model
almost uniformly. For example, over the 1985-2000
period, the improvement of the best performing
combination model for core CPI is about 7 percent
and that for core PCE is about 3 percent for the 12-
month horizon. For the 24-month horizon, the gains
are 9 percent and 6 percent, respectively. Admittedly,
these are not large improvements. The results for the
median-based combination forecasts are less encour-
aging. The bad performance in the 1985-92 period
seems to be driven by the relatively poor perfor-
mance of the directional forecasts for both one-year
and two-year horizons. The performance of the com-
bination model may improve slightly by increasing A
by a small amount, but not by much.

Forecasting the magnitude of inflation: Combination models vs. naive model
12 months ahead 24 months ahead

Naive Best Median Naive Best Median

model performing Rel. rel. model performing Rel. rel.
Sample period RMSE model RMSE RMSE RMSE model RMSE RMSE
Core CPI
1977:01-1984:12 2.360 2 0.959 0.968 3.802 3 0.950 0.963
1985:01-1992:12 0.667 7 0.955 0.981 0.780 6 0.965 0.994
1993:01-2000:12 0.341 7 0.855 0.859 0.705 1 0.833 0.854
1985:01-2000:12 0.530 7 0.935 0.957 0.744 1 0.910 0.934
1977:01-2000:12 1.430 2 0.965 0.967 2.278 3 0.950 0.961
Core PCE
1977:01-1984:12 1.238 5 0.954 0.962 2.100 3 0.945 0.950
1985:01-1992:12 0.481 1 0.992 1.069 0.617 6 0.970 1.016
1993:01-2000:12 0.514 1 0.944 0.942 0.802 1 0.910 0.925
1985:01-2000:12 0.498 1 0.967 1.003 0.716 6 0.943 0.960
1977:01-2000:12 0.822 7 0.966 0.972 1.346 3 0.948 0.952
Total CPI
1977:01-1984:12 2.674 3 0.951 0.959 4.525 4 0.949 0.956
1985:01-1992:12 1.489 8 0.983 0.990 1.695 6 0.952 0.969
1993:01-2000:12 0.716 5 0.990 0.997 1.032 5 0.915 0.938
1985:01-2000:12 1.168 6 0.987 0.992 1.403 6 0.950 0.961
1977:01-2000:12 1.815 2 0.965 0.968 2.853 6 0.952 0.957
Total PCE
1977:01-1984:12 1.705 3 0.939 0.958 2.977 5 0.941 0.946
1985:01-1992:12 1.025 1 0.988 1.003 1.102 5 0.934 0.961
1993:01-2000:12 0.633 5 0.944 0.962 0.924 5 0.911 0.925
1985:01-2000:12 0.852 7 0.982 0.992 1.017 5 0.924 0.946
1977:01-2000:12 1.205 2 0.961 0.970 1.909 5 0.938 0.946
Notes: Fifteen-year rolling regression. RMSE is root mean squared error. Numbers in bold indicate cases in which the naive model
outperforms the combination model.
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Conclusion

We can summarize our main results as follows.
First, we show that the A&O findings hold for a broader
class of models than they studied, as well as for a longer
forecasting horizon. However, they do not hold for the
1977-84 period. We extend their analysis to core PCE
and show that the naive model does better over the
sample period considered by A&O at the one-year
horizon, but not at the two-year horizon. In the 1993—
2000 period, the Phillips curve models perform well
at forecasting core PCE for both horizons. Second,
we show that Phillips curve models have predictive
power for the direction of change in inflation. This is
particularly true in the 1977-84 and 1993—2000 periods.
However, in the 1985-92 period, the gain over the
naive model is quite modest. Third, in most cases it
is possible to combine the information in the direction-
al forecasts with the naive model to improve on the
latter model’s forecasts.

A common thread in our results is the relatively
poor performance of the Phillips curve models in the
middle period, in terms of both magnitude and direc-
tion. We believe this is due to a reduction in inflation
volatility and the change in monetary policy operating
characteristics that took effect in this time.

Our findings suggest the following policy recom-
mendation. If we expect the current monetary “regime”
to persist, then we can have some degree of confidence
in the Phillips curve models going forward. On the other
hand, if we suspect that a regime shift has recently
occurred, then we should be skeptical of the Phillips
curve forecasts. In any case, there may be some di-
rectional information in these forecasts, and we can
use this to improve on naive forecasts.

Our findings suggest that more empirical and
theoretical work is necessary to come to a complete
answer to the question raised in the title to this article.
An equivalent way of posing this question is to ask:
Why does inflation behave like a martingale over some
periods while at other times it does not? We have sug-
gested some possible explanations. Empirically, we
need to assess the robustness of our results to cross-
country analysis. For example, here we have only one
regime change and, hence, only one observation for
the regime-switch hypothesis. Ultimately, assessing
the plausibility of various possible explanations will
require developing a fully specified theoretical model.
Such work may shed light on the connection between
monetary policy and aggregate outcomes, as well as
the nature of the price-setting mechanism.

NOTES

'For a recent discussion of the intellectual history of the Phillips
curve and NAIRU, see Gordon (1997).

’See Bernanke and Mihov (1998), Bordo and Schwartz (1997),
and Strongin (1995) for discussions of monetary regimes. These
papers argue that during the Volker chairmanship of the Board of
Governors from 1979-87 monetary policy shifted, in terms of op-
erating procedures and the Fed’s increased willingness to combat
inflation. Furthermore, Bernanke and Mihov (1998) estimate
monetary policy rules and can reject the hypothesis of parameter
stability for dates in the 1980s.

*Suppose there are K lags in the equation, then B(L)x, = Bx, +

B, + ... Bx,. where the B parameters are scalars.

*For more details on the CFNAI, see www.chicagofed.org/
economicresearchanddata/national/index.cfm.

SWith eight models, the median is the average forecast of the
fourth and fifth ranked forecasts.

Federal Reserve Bank of Chicago

®One implication of this procedure is that the historical path of
the indexes may change between forecast dates.

"The alternative measure we used was mean absolute value error.
For J = 12, 24, this is expressed as (1/T) 2 o

12 ~12
s " Tisy

T

8A&O use several sample periods for their analysis. When they
consider unemployment-rate-based Phillips curves, their sample
begins in 1959. When they consider CFNAI-based Phillips curves,
their sample begins in 1967. S&W begin their analysis in 1959.

“We also considered estimating the forecasting equations using all
the data from 1967 up to the forecast date. The results obtained in-
dicated either very similar forecast performance or, in a few cases,
a slight deterioration relative to the rolling regression procedure.

0S&W report evidence supporting this hypothesis. They find that

unemployment-rate-based Phillips curve forecasting models ex-
hibit parameter instability during the 1980s.
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