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When investment is partially irreversible, a short lived spike in the real interest rate can cause a

decline in measured total factor productivity. The increased interest rate widens the inaction region,

causing firms to be less responsive to productivity shocks and leading to a less effi cient allocation

of capital. In 1982, the Chilean manufacturing sector suffered a large contraction following a spike

in real interest rates and a large run up in real wages. I test the model using microdata on Chilean

manufacturing firms with mixed success. The timing of changes in the dispersion of average product

of capital is consistent with the model. I find that this increased dispersion has a substantial impact

on total factor productivity, but is unlikely to be the main determinant of changes in TFP during

the recession.
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In 1982, Chile suffered a classic sudden stop. Output declined, unemployment rose, and capital

inflows stopped. The contraction of the manufacturing sector was particularly severe, with output

shrinking more than twenty percent and measured total factor productivity falling by more than

ten percent. Among the many factors that played a role, I explore the impact of two large shocks

that hit the Chilean economy: a spike in the real interest rate and a run-up in real wages. The

real interest rate rose substantially in 1981 and 1982, partially due to the increase in the US fed

funds rate and partially due to an increased default risk. By law, nominal wages were indexed to

past changes in the CPI, so a declining rate of inflation led to an increase in real wages.

When these shocks are expected to be short-lived, they can exacerbate investment and hiring

irreversibilities, causing firms to be less responsive to productivity shocks and slowing the realloca-

tion of resources from relatively low to high productivity firms. The cross sectional dispersion of

marginal product slowly increases, leading to a less effi cient allocation of capital and a decline in

measured TFP. I assess the model using microdata on Chilean firms to investigate two questions:

(i) Did these shocks have an impact on TFP? (ii) If so, can these shocks account for the large

movements in TFP during the recession?

I find that increased dispersion in average products across firms led to a substantial decline

in measured TFP in 1981 and 1982, and the timing is consistent with prediction of the model.

However, it seems unlikely that changes in dispersion were the main contributor to changes in

TFP, though this result is sensitive to the exact empirical specification.

A permanent increase in the real interest rate reduces option value of waiting to invest or

disinvest, as the firm puts less weight on future cashflows. In contrast, a spike that is expected

to be short-lived widens the region of inaction. Firms that were on the verge of investing now

put this off until the real interest rate falls. Firms are also reluctant to disinvest, an action they

would regret once the real interest rate returns to normal. As a consequence, the (s,S) bands

widen, slowing reallocation and lowering aggregate productivity. Measured TFP falls as the share

of capital and output accounted for by relatively low productivity firms rises.

The increased dispersion of marginal products implied by the widening inaction region may

understate the short run decline in aggregate productivity. Specifically, if firms invest much more

frequently than they disinvest, aggregate productivity overshoots. Initially the distribution of firms

is concentrated in the state space close to the investment threshold. At the onset of a shock, this
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threshold shifts up. The distribution of firms fans out across the inaction region before becoming

relatively concentrated near the new investment threshold. Consequently, there is more dispersion

in marginal products in the short run than in the long run, leading to an overshoot of aggregate

productivity.

The effect of a temporary increase in the real wage depends on how flexibly firms respond to

the shock. If there are no hiring frictions, the wage increase will widen the investment inaction

region, as the wage increase has the same effect as a temporary productivity shock. To the extent

that hiring frictions limit the adjustment of employment, inaction region for labor adjustment will

widen inducing dispersion in the marginal product of labor. In either case, the wage shock lowers

aggregate productivity.

A key prediction of the model is that the distribution of marginal product of capital becomes

more dispersed after the onset of an interest rate shock. While marginal products cannot generally

be directly measured, by assuming a Cobb Douglas production function I can measure the average

product which is proportional to the marginal product. I use plant level data from the annual

Chilean Manufacturing Survey to analyze changes in the dispersion of average products of capital

and labor over time. Using two different measures, the dispersion in the average products of capital

and labor rise following the shocks.

Another prediction is that the cross-sectional correlation of revenue and capital falls after an

interest rate shock. In Chile there is a clear decline in this correlation in 1982, suggesting a less

effi cient allocation of resources. In addition, the correlation between changes in revenue with

changes in capital also declines in 1982, although it remains higher in the early 1980s than in later

years. This is evidence that reallocation of resources across firms slowed in 1982.

These findings are consistent with the hypothesis that irreversibilities played an important role

in determining changes in the allocation of resources across firms. To quantify the impact of these

changes on measured TFP, I develop a decomposition of aggregate TFP using wedge accounting

in the spirit of Hsieh and Klenow (2009) and Chari et al. (2007). This measures the wedge

between the actual marginal product of a firm and the theoretical marginal product in a world

with no optimization frictions. I separate TFP into two components, one that depends only on

firm level productivity parameters, and one that summarizes the contribution of the wedges within
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and between sectors1. The model predicts that the after the onset of the interest rate shocks, the

second term (which depends on the cross-sectional distribution of wedges) would gradually decline,

and then rise once the interest rate returns to a low level.

For my preferred specification, I find that a worsening allocation of resources decreased TFP

by 8% over 1981 and 1982 and raised TFP sharply in 1983. The timing of these movements

supports the hypothesis that the spike in real interest rates gradually raised dispersion and that

this dispersion led to a large decline in TFP. However, the timing also suggests that the increased

dispersion was not the main driver of movements in TFP during the recession.

The decomposition presented here has several appealing properties. First, the decomposition

is done in a way that is compatible with business cycle accounting at the aggregate level and can

be used to complement the type of analysis performed by Chari et al. (2005).

Second, only the nominal values of revenue and payment to the various factors of production

are needed2. In a high inflation environment, deflators may be poorly measured, and can introduce

additional noise into measurement. Further, using expenditures on inputs helps to control for the

quality those inputs. For example, the wage bill may be a better measure of the effi ciency units of

labor than the number of workers if the workers are heterogeneous.

Third, noisy data is less likely to be a problem for time series comparisons than for cross-

country comparisons. A critique of the Hsieh and Klenow (2009) methodology is that the increased

measured dispersion in average products in developing countries may simply be an artifact of noisier

data in those countries, as data collection may be less reliable. It is more plausible that the

reliability of data collection is more or less consistent across years within the same country than it

is across countries.

Several studies have argued that plant level irreversibilities are not relevant for understanding

aggregate fluctuations in general equilibrium because prices would adjust and mute any additional

effect3. For the purposes of this paper, I focus less on the determination of these prices than

1The decomposition has nothing to say about the source of these wedges; they could stem from adjustment costs,
financing frictions, information issues, measurement error, or a host of other factors. Nevertheless, the time series
of the distribution of the wedges can give clues about the source of aggregate fluctuations.

2Revenue, payments to labor, and expenditures on intermediate inputs are directly reported in the census. One
must impute payments to capital.

3The most closely related paper, Veracierto (2002), argues that plant level investment irreversibilities do not play
a significant role in standard real business cycle models. Thomas (2002) and Khan and Thomas (2003) report
that consumption smoothing essentially eliminates the impact of lumpy adjustment costs on aggregate fluctuations.
House (2008) explains this most clearly: Firms are very willing to adjust the timing of investment in response to
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on the decisions of individual firms that take the evolution of these prices as given. In addition,

the economic forces that drive these irrelevance results are less likely to be important during the

Chilean recession. To the extent that a small open economy like Chile faces a more elastic supply

of capital than a closed economy, irreversibilities will have a larger impact on aggregate outcomes.

Also, real wages were indexed to inflation and hence could not adjust to the increasing supply of

available labor.

The model has a similar flavor as the series of papers about uncertainty shocks, including Bloom

(2007), Bloom et al. (2007), and Bloom et al. (2009). Those papers model changes in the variance

of firm level shocks and argue that a doubling of the magnitude of firm level shocks can lead to

business cycle size drops in output and TFP. In that framework, the shocks cause firms to be more

cautious in investment decisions as the option value of waiting increases. This causes a widening of

(s,S) bands and a slowing of reallocation from high to low productivity firms. Bloom et al. (2009)

develop an uncertainty index and argue that shocks to this index lead to drops in output.

I show an additional causal link between changes in uncertainty and a widening of the (s,S)

bands. An increase in aggregate uncertainty can raise the risk premium and hence real interest

rates. If the uncertainty index is correlated with aggregate uncertainty there is problem identi-

fying the causal channel. It is likely that both forces are at play, and I view these channels as

complementary.

One way to distinguish between changes in firm level uncertainty and changes in the interest

rate induced by aggregate uncertainty is to study plant level exit behavior. An increase in firm

level uncertainty increases the option value of waiting for news, making firms less likely to exit.

An increase in the interest rate reduces that option value, increasing exits.

Eisfeldt and Rampini (2006) show that capital reallocation in the US is procyclical and argue

that this implies a large countercyclical reallocation cost. The model presented here gives an

alternative explanation for the temporal pattern of reallocation: that shocks are expected to be

short-lived.

small changes in price (hence the large inaction region), making demand for investment very elastic. If the elasticity
of supply is less elastic (e.g., due to desire for smooth consumption) the quantity of investment will be pinned down
by the supply curve. This makes the distribution of firms in the inaction region less relevant for aggregate behavior.
Lastly, Veracierto (2008) argues that hiring and firing frictions reduce the effect of aggregate fluctuations on output,
productivity, and employment.
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Several studies have sought a connection between rising interest rates and declines in produc-

tivity in emerging markets. Neumeyer and Perri (2005) propose a model in which there is a lag

between production of goods and revenue, so that firms must borrow to pay workers. In that

setting a higher interest rate raises the effective cost of labor. Meza and Quintin (2007) conjecture

that the drop in measured TFP during Mexico’s financial crisis can be accounted for by a decrease

in utilization and decrease in labor effort. These models differ from the one presented here in that

they predict declining measured productivity for each individual firm.

A growing literature explores the link between the allocation of resources across plants and

measured TFP. Restuccia and Rogerson (2008), Hsieh and Klenow (2009), and Banerjee and Duflo

(2005) propose plant-level misallocation as an explanation for cross country income differences.

This literature has mainly focused on cross-country differences. This paper extends this empirical

work by studying fluctuations in output at business cycle frequencies.

Methodologically this paper builds on a large literature concerned with investment under un-

certainty. Most specifically Abel and Eberly (1996) characterized the optimal policy of a firm

that faced investment with costly reversibility. Oberfield (2008) extended this work by adding

endogenous entry and exit. This is non-trivial extension because the solution method used in the

literature relies on the homogeneity of the value function, which is not compatible with a model

in which low productivity firms exit. Guo et al. (2005) study the investment policy of a firm

facing complete irreversibility and shifts between regimes that differ in the drift and variance of

productivity shocks. The model also shares features with Campbell and Fisher (2000) who study

the decisions of a firm subject to shifts between high and low wage regimes, though they were

primarily interested in the cyclicality of job creation and destruction.

In Section 1, I discusses the economic environment and the impact of the recession. In section

2, I describe the impact of short lived shocks in a model with irreversibilities. I describe the data

and present some preliminary evidence in section 3. Lastly I develop the TFP decomposition and

apply it to the Chilean data in section 4.
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1 Reform and Recession in Chile

In the 1970’s and early 1980’s, Chile’s economic landscape changed drastically. Pinochet came to

power in 1973 and, along with the Chicago Boys, instituted a number of economic reforms. In

1974 the Chilean government privatized the nation’s banks. Several were subsequently bailed out

after poor performance in 1976-77, but for the most part the banks were in private hands until the

crisis in the early 1980’s, when several banks had to be bailed out again.

To tackle runaway inflation, the government instituted a series of planned currency devaluations

relative to the dollar in 1978 that culminated with a fixed exchange nominal exchange rate with the

dollar in 1979. The fixed rate remained in place until June 1982, in the middle of the recession.

From 1973 through 1979, nominal wages for some workers were periodically adjusted for in-

creases in the CPI through legislation. In 1979, this was extended to all workers. Any new wage

offers had a floor of the previous wage multiplied by the change in CPI since the previous wage

offer. Another labor reform in 1978 attempted to reduce employment frictions by eliminating the

"just cause" doctrine and capping severance payments at five months. Hiring frictions remained

sizable, as severance was equal to one month for every year worked (up to this five month cap).

In 1973, tariffs were large and varied widely, averaging 105%. There were also many non-tariff

trade barriers. From 1973-1979, these trade barriers were gradually reduced to a uniform tariff of

10%. Some argue that this led to a high exit rate among small plants (see Pavcnik (2002)).

1.1 Recession

The Chilean economy suffered a large contraction in 1982. Figure 1(a) shows the large decline in

value added and TFP for the Chilean economy as a whole with data from the World Bank. As

can be seen in figure 1(b), the contraction of the manufacturing sector was particularly severe.

Inflation, which was in the triple digits during much the 1970’s, began to decline in the late

1970’s and early 80’s. As can be seen in figure 2, real interest rates spiked in 1981 and remained

high in 1982. While I have no direct measure of the real interest rate, I can subtract expected

inflation from the nominal rate. I compute two estimates of expected inflation estimates, one that

uses the actual ex post inflation during the period, and one that uses the lagged inflation. Actual

expectations of inflation were most likely in between these numbers, and for the remainder of the
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Figure 1: Value Added and Total Factor Productivity
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paper I use an average of the two.

Figure 2: Real Interest Rates
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Real wages also spiked during the recession. Because wages were indexed to previous inflation,

the declining inflation led to an increasing real wage rate even when labor productivity was stagnant.

Figure 3 shows the large rise in real wages, which was especially pronounced in the manufacturing

sector.

2 Irreversibilities and Short-Lived Shocks

A short-lived shock to the real interest rate impacts the investment decisions of individual plants,

and these micro decisions can aggregate to lower measured TFP. I first analyze the decisions of a
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Figure 3: Real Wages
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single price taking firm subject to idiosyncratic productivity shocks, partial investment irreversibil-

ity, and a stochastic real interest rate. I then compute the impulse response for a sector composed

of a large number of firms and show how the individual decisions aggregate up to affect output and

aggregate productivity.

Depending on how flexibly firms adjust labor supply, short lived shocks to the real wage can

amplify the effect of a real interest rate shock. I briefly discuss this and show how the aggregate

response to the shock may differ from a real interest shock.

In the section below I describe the general model in which there is a fixed production cost that

induces low productivity firms to exit. When I discuss an environment with a constant interest

rate, it is useful to see how the exit threshold depends on the interest rate. However, when I study

an environment with a stochastic interest rate, I set the fixed cost to zero, as the assumptions that

allow me to solve the model with endogenous exit become too costly.

2.1 Real Interest Rate Shocks

A firm has access to a technology to produce a consumption good using capital and labor. The

technology undergoes idiosyncratic productivity shocks. Capital purchases are only partially re-

versible; the firm can purchase capital at price p+ and resell it at p−. For concreteness, I assume

this wedge between purchase and resale price arises from the specificity of the capital. The firm

must pay a fixed production cost anytime it is actively producing. At any point in time, the firm

can choose to exit, shutting down production and selling off all remaining capital. In addition,

firms die at an exogenous rate χ.
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A plant with productivity Ã, capital K, and labor L produces ÃKαL1−α. The firm faces and

isoelastic demand curve, Y = DP−σ. Flow profits can then be written as

π = PÃKαL1−α − wL− f

where f is the fixed production cost. If the firm chooses P and L optimally, flow profits can be

rewritten as

π (A,K) =
1

1− θA
θK1−θ − f

where A ∝ Ãσ−1 and θ = 1
α(σ−1)+1 .

Productivity follows a geometric Brownian motion, d logA = µdt+ εdω where ω is a standard

Weiner process. The real interest rate r (t) follows a Markov process independent of ω.

A firm’s policy is consists of three diffusions that are progressively measurable with respect to the

realized shock process. The first and second are cumulative investment I+
t and disinvestment I

−
t .

These processes are right continuous and weakly increasing, dI+
t , dI

−
t ≥ 0 but not differentiable.

I use this notation to allow for the possibility of lumpy investment or disinvestment. Changes

in capital stock can be written as dKt = −δKt + dI+
t − dI−t , so that the capital stock is Kt =

e−δtK0 +
∫ t

0 e
−δ(t−τ) (dI+

τ − dI−τ ). The capital stock must be nonnegative. Third, the firm chooses

a stopping time T at which it shuts down production and exits. Let P be a policy (I+, I−, T ).

The firm chooses an investment policy to maximize the present discounted value of profits net

of investment costs. For a given policy P, the present value to a firm of following that policy is

W (A,K, r;P). W satisfies

W (A0,K0, r0;P) = E
[∫ T

0
e−

∫ t
0 r(τ)dτ−χt [π (At,Kt) dt− p+dI+

t − p−dI−t
]]

The value of the optimal policy can be written as

V (A0,K0, r0) = max
P

W (A0,K0, r0;P)

The wedge between the purchase and resale prices creates a kink in the cost schedule of net

investment at zero. For a non-trivial range of productivity, the firm will maximize profit by
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choosing zero net investment. This range is a region of inaction, and the optimal policy will take

the form of threshold rules. For any K and r, there are thresholds Ā (K, r) and A (K, r) such

that if a firm has productivity above Ā (K, r) it invests while if productivity drops below A (K, r)

the sells capital.

2.2 Constant Interest Rate

Here I consider the firm’s problem when the interest rate process is degenerate and only takes a

single value. For this subsection I also abstract from depreciation, setting δ = 0. In this special

case, the optimal policy can be characterized by hand as the model can be solved almost completely

in closed form. This allows for a clear characterization of the solution and comparative statics,

and helps give intuition for the various channels through which the interest rate affects the actions

of the firm.

Figure 4 shows the optimal policy and the resulting ergodic set. At a given point in time a firm

is located at a single point on this graph. Productivity shocks shift the firm up or down. When

a firm in the inaction region reaches the upper threshold, it purchase capital, which shifts the firm

to the right, and a firm that sells capital at the lower threshold moves to the left. Outside the

region of inaction, a firm immediately invests or disinvests enough capital to return to the region of

inaction. In addition, when productivity drops low enough, the firm exits and sells all remaining

capital. The exit point is labeled (KX , AX). The section of the inaction region to the right of

the exit point forms an ergodic set. A firm with capital greater than KX that receives a series of

negative productivity shocks will reduce its capital holdings until KX ; further adverse productivity

shocks will cause the firm to exit.

2.2.1 Optimal Policies

For any policy with threshold rules of this type, the value function satisfies the Hamilton-Bellman-

Jacobi equation when the firm is in the region of inaction:

rW (A,K) =
1

1− θA
θK1−θ − f +

1

dt
E [dW (A,K)] (1)
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Figure 4:

(a) Optimal Policy (b) Ergodic Set

where, by Ito’s Lemma 1
dtE [dW ] = µAWA + ε2

2 A
2WAA. For each K this is an ODE which has the

general solution

W (A,K) =
1

1− θ
1

H (θ)
AθK1−θ − f

r
+
∑
i=1,2

c̃i (K)Asi

where H (s) = r−µs− ε2

2 s (s− 1) and s1 and s2 are the roots of H (s) = 0. Note that the constants

of integration c̃1 (K) and c̃2 (K) are functions of K, not simply numbers.

For any investment and disinvestment thresholds, Ā (K) and A (K), the value function will

satisfy the following smooth pasting conditions:

p+ = WK

(
Ā (K) ,K

)
=

1

H (θ)
Ā (K)θK−θ +

∑
i=1,2

c̃′i (K) Ā (K)si

p− = WK (A (K) ,K) =
1

H (θ)
A (K)θK−θ +

∑
i=1,2

c̃′i (K)A (K)si

The optimal thresholds also satisfy the following supercontact conditions.

0 = WKA

(
Ā (K) ,K

)
= θ

1

H (θ)
Ā (K)θ−1K−θ +

∑
i=1,2

sic̃
′
i (K) Ā (K)si−1

0 = WKA (A (K) ,K) = θ
1

H (θ)
A (K)θ−1K−θ +

∑
i=1,2

sic̃
′
i (K)A (K)si−1

Appendix A.1 gives a heuristic derivation of these conditions. The following proposition shows
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that the optimal thresholds are linear (see appendix for proof).

Proposition 1 For K > KX , the upper and lower thresholds take the form Ā (K) = Z̄K and

A (K) = ZK

The linear threshold rules are essentially the same as those derived by Abel and Eberly (1996).

This may appear surprising because it implies that neither the fixed cost of production nor the exit

decision to have an impact on the thresholds. One might think that changes in the value function

near the exit point might percolate up to effect the investment and disinvestment decisions at

different levels of capital.

The thresholds depend only on the marginal value of capital. When a firms invests, it receives

a unit of capital and the option to disinvest. The marginal value of the capital is the expected

change in cash flows before that option to disinvest is exercised. Since there is no depreciation,

the firm is certain to exercise the option to disinvest before it makes a decision to exit. Therefore

the marginal value of the unit of capital is independent of the parameters that govern the exit

decision4.

We now turn to the determinants of the size of the region of inaction. Let the wedge between

the purchase and resale price of capital be B ≡ p+

p− . Also let X ≡ Z̄/Z be a measure of the size

of the inaction region (which will later be an important determinant of the dispersion of capital

holdings across firms). As shown in appendix A.2, X satisfies the equation

G (X,B, s1) = G (X,B, s2) (2)

where G (X,B, s) ≡ s−θ
s

Xs−B
Xs−Xθ , and the thresholds satisfy

Z̄θ = rp+G
(
X−1, B−1, s

)
(3)

Zθ = rp−G (X,B, s) (4)

4Formally, the fixed cost and the exit decision affect the level of the value function but not its slope. The
optimality conditions are homogeneous of degree zero in productivity and capital even though the value function is
not HOD 1. Without depreciation, the HJB equation and boundary conditions can be solved separately for each K.
Allowing for depreciation would add a drift term −δKWK to the HJB equation, so that this would become a PDE,
and hence the boundary conditions for a given K would not be suffi cient to solve for the thresholds at that K. This
is natural as the state of the firm when the firm disinvests that particular unit of capital is no longer pinned down.
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A firm will exit when the value of staying in business equals the value of shutting down. This

is the value matching condition

W (AX ,KX)− p−KX = 0

Where KX and AX ≡ A (KX) are the level of productivity and capital at which the firm chooses

to shut down. Appendix A.4 shows a heuristic derivation of a second condition that the optimal

thresholds must satisfy:

WA (AX ,KX) = 0

With these two equations, we can solve for the two unknowns AX and C2. One can verify that

AX =
1− s1

s1

Zf

rp− − Zθ

1−θ

C2A
s2
X =

1

1− s2

f

r

As the fixed production cost increases, the exit threshold rises as firms are more willing to exit.

2.2.2 Comparative Statics

We now turn to the role of the interest rate in determining the thresholds. When the interest rate

rises, the user cost of capital increases, making capital less attractive. This shifts both thresholds

up. In addition, a higher interest rate reduces the option value of waiting to invest or disinvest.

The firm places more weight on current cash flows, so changes in future productivity become less

important. Through this channel, an increase in r has the same effect as proportional decreases in

the magnitudes of the drift and variance of productivity shocks, µ and ε25. Because future cashflows

are discounted at a higher rate, the future movements in the productivity are less important for

current decisions, narrowing the region of inaction. See appendix A.3 for details.

At a higher interest rate, the exit threshold is increased for a similar reason. A firm thinking

about the possibility of exit may choose to stay in business because of the possibility of receiving a
5As can be seen from (2), (3), and (4), µ and ε2 only enter the determination of size of the inaction region through

roots of the characteristic polynomial, H (s) = r−µs− ε2

2
s (s− 1). By simply dividing H (s) by r (leaving the roots

unchanged) one can see that an increase in r has an identical effect on s1 and s2 as a decrease in the magnitudes of
µ and σ2.
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series of positive productivity shocks and becoming profitable. However, when the interest rate is

higher, the option value of waiting for these positive productivity shocks declines, making the firm

more likely to exit.

Figure 5 shows the thresholds above and below ergodic set for two different interest rates. The

blue lines are the thresholds for a firm facing a low interest rate while the red lines are those for a

high interest rate. When the interest rate is higher, the size of the inaction region (ratio of Z̄/Z)

is smaller and the exit threshold, AX , is higher.

Figure 5: Thresholds for High and Low Interest Rates

2.3 Regime Shift

Now I allow for the possibility that the interest rate can change. I model real interest rate as

a two state Markov process and assume the transition probability follows a Poisson law. The

optimal policy will still be characterized by separate thresholds in each regime, and the thresholds

will reflect the possibility of a change in interest rate.

Let ri be the interest rate in state i with r1 < r2. Let λi be the Poisson arrival rate of a

transition from state i to state −i, so the probability of a transition before time s is e−λis.

Figure 6 below shows the thresholds for the two regimes. While in one regime, the productivity

shocks shift the firm up or down. When the firm’s productivity reaches the upper threshold it

invests incrementally, pushing the firm to the right. Similarly, disinvestment at the lower threshold

pushes the firm to the left. When a regime shift happens, if the firm finds itself in between the

thresholds of the new regime, it takes no action. If it finds itself above the investment threshold,
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it immediately invests until it is back in the inaction region for the new regime6.

Figure 6: Thresholds for the two Regimes

Low Interest Rate Regime High Interest Rate Regime

At this point I abstract away from endogenous exit, setting f = 0, and allowing for depreciation,

δ > 0. One can solve for the optimal thresholds by solving a system of nonlinear equations, as

described in appendix B.

2.3.1 Duration of the Shock

An important feature of a real interest shock is its expected duration. Consider a firm that is at

the investment threshold of the low interest regime when the shock hits. The increased user cost

of capital makes investment less attractive. When the regime switches back to a low interest rate,

the firm will want to invest, but while the interest rate is high it makes sense to wait.

Alternatively consider a firm at the disinvestment threshold when the high interest rate regime

arrives. Again, the higher user cost of capital makes disinvest more attractive. However, since the

shift is short lived, the firm must take into account that when the regime shifts back the capital

will again be valuable. Thus while disinvestment is more attractive, it is only marginally more so

because the high interest rate is expected to be temporary.

The difference comes from the asymmetry in investment technology: waiting to invest is easily

reversible, while disinvestment is not. If a firm disinvests, it can only reinvest at a high cost.

6This lumpy investment behavior when an interest rate shock hits is an artifact of the modelling assumption of
large jumps in the interest rate. A continuous interest rate process would lead to continuous changes in investment
thresholds and hence more smooth investment patterns.
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Because the high interest rate regime is short lived, the firm should only take actions that are

easily reversible once the regime shifts back.

Figure 7 show the effect of short duration of the interest rate spike. These figures are calibrated

so that the two interests rates are 10% and 20%. λ1 is set .05, so that a sudden stop happens once

every 20 years, whereas λ2 is set to 1, so that it lasts one year on average. The left figure shows

the thresholds when the interest regime is expected to last forever. In the figure to the left, firms

account for the fact that the high interest regime will not last long, and the disinvestment margin

practically coincides with that of the low interest regime.

Figure 7:

(a) λ1 = 0, λ2 = 0 (b) λ1 = .05, λ2 = 1

This mechanism can be illustrated most clearly in the extreme case of λ2 → ∞. This means

that when the high interest rate shock occurs, it lasts for an instant and the economy immediately

switches back to a low interest rate. This limiting case is roughly identical to a world with only a

low interest rate, but it is useful to consider the behavior of the thresholds in each regime.

In the low interest rate regime, the thresholds in the limiting economy coincide with those of

the world with only the low interest rate. In the high interest rate regime, the lower threshold also

coincides with the disinvestment threshold in the low interest rate world. However, the investment

threshold remains higher than that of the low interest rate regime. Firms are more reluctant to

invest in the high interest rate regime, even though that regime is fleeting.

More formally one can take the following limit:

lim
λ2→∞

(Z2 − Z1) = 0 and lim
λ2→∞

(
Z̄2 − Z̄1

)
> 0
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See appendix B.1 for details. The limit of the marginal value of capital in the short lived, high

interest rate regime is subtle. At the upper threshold for regime one, Z̄1, the marginal value of

capital in regime 2 converges to p+, limλ2→∞ v2

(
Z̄1

)
= p+, which seemingly implies that the firm

should invest. However, this hides the fact that the high interest rate is extremely short-lived,

so the investment decision while the interest rate is still high has an infinitesimal effect on the

marginal value of capital. If we scale by the duration of the regime, we get the following limit.

lim
λ2→∞

(r2 + λ2)
(
v2

(
Z̄1

)
− p+

)
= (r1 − r2) p+ < 0

It follows that the marginal value of capital is not high enough to induce the firm to invest in this

regime. Hence the investment threshold must be higher than Z̄1.

This asymmetric reaction to short lived shocks in the face of irreversibilities is robust to many

different kinds of shocks.

2.3.2 A Dynamic Sector

Consider a mass of firms producing imperfect substitutes with elasticity of substitution ε. These

firms are a negligible part of a large sector, and take sector demand as given. Formally, firms face

demand curves of Yi = DP−εi , and changes in the prices charged by these firms have a negligible

impact on D. This assumption might be applicable to a sector in a small open economy that

is a negligible part of a world industry and is unable to affect the world price of the industry

aggregate78.

The firms have identical production functions but differ in productivity. A flow of new firms,

Et, enters at productivity A0 each instant. These firms invest enough to jump to the investment

threshold.

At any point in time, one can compute the Solow residual for a representative firm for this sector.

7 In a perfect competition setting, this would be equivalent to assuming that there is a world price for the good.
8An alternative assumption would be that D is an increasing function of the price index for the collection of firms,

P . In this case the change in D would depend on the change in TFP and on the elasticity of demand for the sector
aggregate. A fall in TFP for the collection of firms would raise the price index, shifting out the demand curve for
individual firms. This would raise the productivity of capital, dampening the effect of the increased user cost of
capital.
In response to an interest rate spike, TFP falls only gradually. The dampening would be small on impact but

would grow over time.
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Real output for the sector, Ys would be computed as Ys =
∫
PiYi
Ps

, where Ps =
(∫
P 1−ε
i

)1/(1−ε)
is an

ideal price index for the sector. If Ks and Ls represent total capital and labor used in the sector,

the Solow residual would be

TFP =
Ys

Kα
s L

1−α
s

where α is the capital share taken from the national accounts.

The Solow residual can be computed no matter how firms make their investment decisions. If

L and P are chosen optimally, one only needs to know the distribution of A and K to be able to

compute TFP. One can show that TFP satisfies the following equation

(
TFP σ−1

)θ
K1−θ
s =

∫ (
Ãσ−1
i

)θ
K1−θ
i ∝

∫
AθiK

1−θ
i

A special case worth mentioning is that if the conditional distribution of productivity/capital

ratios, Z, is the same for every A, this reduces to

(
TFP σ−1

)
∝
(∫

Ai

)E
[(
Z−1

)1−θ]
E [Z−1]1−θ


1
θ

Here TFP can be written as two terms, one of which depends only on productivity parameters and

one which depends on the distribution of Z’s. One can use Jensen’s inequality to show that this

second term is less or equal to 1, with equality only if every firm has the same productivity/capital

ratio. The actual level of Z’s doesn’t affect TFP, only the dispersion. A widening of the inaction

region will leave the first term unchanged (up to entry and exit) but will decrease the second term

as the firm’s fan out across the inaction region.

2.3.3 Dynamics

Given a sequence of thresholds, the evolution of the distribution of firms over the state space can

be described by the Kolmogorov forward equation and several boundary conditions. These can be

derived by taking the limit of a discrete approximation to the state space. Firms enter at rate Et,

and all entering firms productivity A0.
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Let m (a, k, t) be the density of firms at time t, where a ≡ lnA and k ≡ lnK. In the interior

of the inaction region, the distribution evolves according to the KFE:

mt = −χm+ δmk − µma +
ε2

2
maa

The fact that this is a partial differential equation in three variables makes it diffi cult to solve for

the invariant distribution, let alone transition dynamics. However, it turns out that to characterize

the objects of interest, it is not necessary to solve it directly.

Consider two economies with different parameterizations:

1 2

Depreciation δ 0

Drift of Productivity µ µ+ δ

Arrival Rate of Death Shock χ χ+ δ

and all other parameters the same. If both economies have the identical entry rates and realization

of interest rate shocks, then the two economies will have identical total output, capital stock,

investment and TFP. Furthermore firms in each economy will have the same investment and

disinvestment thresholds9.

This is useful because it is much easier to track the distribution of firms in an economy with no

9Consider two firms with different parameterizations but that experience the same shock processes (ωt and rt).
It is easy to show that they will have the same investment thresholds and investment timing (conditional on not
receiving the death shock). Let Aj (t), Kj (t), Yj (t), dI+j (t), and dI

−
j (t) be the productivity, capital stock, output,

and net investment of firm with parameterization j. It is easy to show that if
{
I+∗1 , I−∗1

}
are the optimal investment

and disinvestment policies for firms with parameterization 1, then
{
I+∗2 , I−∗2

}
defined so that dI+∗2 = eδtdI+∗1 and

dI−∗2 = eδtdI−∗1 are optimal policies for firms with parameterization 2. Furthermore

A2 (t) = eδtA1 (t)

K2 (t) = eδtK1 (t)

Y2 (t) = eδtY1 (t)

Firm 2, is essentially a scaled version of firm 1.
Now consider a cohort of firms under parameterization 1 and a cohort under parameterization 2, both entering at

time zero. Each cohort will have the same total output, capital stock, cumluative investment and disinvestment,
and TFP.
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depreciation: it reduces the number of variables with derivatives in the KFE

mt = − (χ+ δ)m− (µ+ δ)ma +
ε2

2
maa

In particular, the KFE associated with the invariant distribution (with mt = 0) is simply an

ordinary differential equation.

If z̄ (t) and z (t) are the logs of the thresholds at time t, we can write the additional boundary

conditions as (note that k = a− z):

Upper Boundary:

µm (a, a− z̄ (t) , t) = maε
2 (a, a− z̄ (t) , t) +mk (a, a− z̄ (t) , t)

ε2

2

Lower Boundary:

µm (a, a− z (t) , t) = ma (a, a− z (t) , t) ε2 +mk (a, a− z (t) , t)
ε2

2

At the point of entry

ε2

2

(
m (a0, a0 − z̄ (t) , t)− lim

ξ→0
m (a0 − ξ, a0 − z̄ (t)− ξ, t)

)
= Et

With these equations one can derive a closed form expression for the steady state distribution

of firms and precisely describe the evolution of the distribution after a shock to the real interest

rate.

If a set of thresholds with slopes Z̄ and Z and entry at rate E have been in place for an

arbitrarily long time, the distribution of firms will satisfy:

mss (a, k) =


E
ε2/2

1
1−e−γx e

ηN (a−a0)e−γ(z̄−z), K > K0

E
ε2/2

1
eγx−1e

ηP (a−a0)eγ(z̄−z), K < K0

where ηP and ηN are the positive and negative roots of (χ+ δ) = − (µ+ δ) η + ε2

2 η
2 respectively,
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and γ =

√(
µ+δ
ε2/2

)2
+ 4χ+δ

ε2/2
. mss (a, k) can be interpreted as the measure of firms at (a, k). For

this to be a proper density, simply set E = χ.

Among firms suffi ciently above the entry threshold, the conditional distribution of productivity

capital ratio, Z, is a truncated Pareto with exponent γ. The fact that this distribution is identical

for each A is useful. In fact, as long as the the entry rate remains constant, the conditional

distribution of Z will be identical for each productivity level A even when the thresholds vary

over time (again, for A suffi ciently above the entry point). This is helpful because it leads to

a convenient approximation. Since the dynamics at the sector level are mostly dominated by

the actions of large firms, the dynamics of firms at a given productivity level will be a very good

approximation for the dynamics of the entire sector. I will analyze the dynamics of this conditional

distribution.

2.3.4 Overshooting

Depending on the parameters, the short run decline in aggregate TFP following a shock to the

interest rate will be even larger than that implied by the widened (s,S) bands. If firms invest more

frequently than they disinvest (i.e., depreciation and shocks to idiosyncratic productivity tend to

push firms toward the investment threshold), the steady state distribution of firms will be clustered

close to that threshold. Once the interest rate shock hits, the investment threshold shifts up.

Productivity shocks and depreciation will push firms to fan out across the entire inaction. If the

productivity shock lasted an arbitrarily long time, the distribution of firms would eventually settle

into what would be a steady state distribution for the new thresholds, clustered close to the new

investment threshold. TFP is decreasing in the cross-sectional dispersion of marginal products of

capital. This dispersion will be higher when the distribution of firms is spread out across the state

space than when it becomes clustered close to the new investment threshold.

As shown in section 2.3.3, one can compute the steady state distribution for any given set of

thresholds (as long as the rate of entry is constant). Figure 8(a) shows the a cross section of

invariant distribution (the distribution of Z conditioned on some productivity level A suffi ciently

above the entry point) for the thresholds associated with each regime. The distribution for the high

interest rate regime can be interpreted as the outcome if the high interest regime, though expected
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to be short, ended up lasting forever. The thresholds are farther apart for the high interest rate

regime, but for both regimes the distribution is concentrated close to the upper threshold.

At the onset of an interest rate shock, the investment threshold will shift up. The firms that

were closest to that threshold will spread out over the entire inaction region due to depreciation and

positive productivity shocks. Figure 8(b) show the distribution when the interest rate shock has

lasted a year. The distribution of Z’s is clearly more spread out during this point in the transition

than at either of the two endpoints. It follows that if the interest rate shock lasted an arbitrarily

long time, TFP would be lowest when the distribution was most spread out, which would be at

some point during the transition. After that point, TFP would rise.

Figure 8:

(a) (b)

2.3.5 Impulse Response

I now consider the experiment of an economy that has been in the low wage regime for a long

time, but firms account for the possibility of a shift to a high wage regime. I compute the impulse

response to a wage shock that is expected to be short-lived.
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I calibrate the model with the following parameters

Variable Description Value

r1 Low Interest Rate 10%

σ
σ−1 Markup 1.2

1− α Labor Share .5

δ Depreciation 0.1

χ Exogenous Death .05

p+ Capital Price 1

p− Resale Price 0.6

µ Drift 0.02

ε Volatility 0.15

These give the following moments:

Moment Value

Investment/Capital Stock 0.16

% of plants investing 57%

% disinvesting 1%

I compute the TFP relative to the initial steady state. Over two years, one can see a fairly large

decline in TFP, and the impact of the overshoot is evident.

I conclude that an interest rate shock can have a significant impact on aggregate TFP.
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2.4 Real Wages

The effect of a change in real wages depends on how flexibly firms can adjust employment. Consider

first the model presented above, in which firms flexibly and fully adjust employment. An increased

wage will reduce employment, and lower the effective productivity of capital. In this sense, an

increased wage would have the same effect on the (s,S) bands as negative productivity shock. An

short-lived wage increase would therefore compound the of a short-lived interest rate spike on the

(s,S) bands.

To the extent that firms do not adjust employment (e.g., due to hiring frictions), there will be

no additional effect on investment. However, aggregate TFP will still decline as the dispersion of

marginal product of labor increases. The mechanism is almost identical to that described in the

previous section. There are two differences from the shock to interest rates shock. First, while the

interest rate helps determine the option value of waiting, a change in the wage has no such effect.

Second, the wage may be a determinant of the cost of hiring or firing, whereas the interest rate

played no role in the purchase price of capital. The cost of firing a worker can include severance

pay, which is tied to the real wage. Similarly, the cost of recruiting and training a worker may

be denominated in time, in which case it the monetary cost of hiring would be proportional to the

wage. If the hiring and firing costs are proportional to the wage, during a short-lived wage spike

a firm would be even more reluctant to adjust employment because it could simply avoid these

elevated costs once the shock dissipated. This means that during a wage spike, the (s,S) bands

would expand even more10.

In summary, shocks to the real wage are likely to reduce aggregate TFP. However, this may oc-

cur through increased cross-sectional dispersion of either marginal products of capital or of marginal

products of labor, depending on the flexibility of employment adjustments.

10Cutting in the other direction, particularly for Chile in the early 1980’s, is the fact that changes in the real wage

are more likely to be anticipated than changes in the interest rate, as they are were often part of legislation. Firms
may make adjustments just before an anticipated wage increase to avoid the larger adjustment costs.
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3 Reduced Form Empirics

3.1 Data Description

I use data from the annual census of the manufacturing sector in conducted by Chile’s Instituto

Nacional de Estadistica spanning the year 1979 to 1996. The survey covers all manufacturing

plants with at least 10 employees and has been used by numerous other studies. The dataset is

an unbalanced panel with nearly unique 5000 observations each year. The survey collects data

on revenue, blue and white collar employment and wages, and intermediate inputs. Plants report

investment, sales, and depreciation of several types of capital. Entry and exit from the dataset

does not correspond to actual entry and exit; a firm that shrinks to nine employees would not show

up in the data. Indeed, some firms disappear in one year only to reappear a year or two later.

The version of the data that I have contains no information linking plants to firms, though the vast

majority of plants belong to single plant firms11.

3.2 Average Revenue Product of Capital and Labor

A key prediction is that the distribution of the productivity/capital, Z = A/K ratio gradually

becomes more dispersed while the interest rate is high. Again, the empirical analog of Z is the

average revenue product of capital, logZ is a linear function of ln
(
PY
K

)
. To get a sense of the

evolution of the distribution of Z, we can look at the distribution of PYK , the average revenue product

of capital. If labor rigidities are important, we should also expect to see increased dispersion in

the average revenue product of labor.

I report here the evolution of the cross sectional dispersion of ln
(
PY
K

)
and ln

(
PY
WL

)
. The measure

of capital is a weighted average of the different types of capital, weighted by their respective user

costs. If workers are heterogeneous, there may be skill differences across plants. Wage paid is a

proxy for the skill of a worker. Analyzing the logs of these objects is convenient because changes

in aggregate price levels will not affect the measures of dispersion.

The first plot in figure 9 shows the standard deviation of log of the average product of capital.

The solid line contains all firms in the sample, while the dashed line contains only the firms that

11Hsieh and Parker (2007), using information provided by the INE, report that most plants in the dataset are
themselves firms. In 1984, approximately 350 plants belonged to multi-plant firms, under 10%.
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Figure 9:
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remained in the sample over the first ten years. The model speaks to changes in the dispersion

keeping the composition of firms constant, so I view the dashed line as more empirically relevant.

This plot clearly shows a big increase in the standard deviation of log average product of capital.

The standard deviation may be sensitive to outliers, so I plot two additional measures of dis-

persion, the 90-10 ratio and the 75-25 ratio. These measure also point to rising dispersion in 1981,

peaking in 1982.

I plot similar figures for labor. The weighted standard deviation of the APL is rising in 1982,

though it is not clear that it is especially high while the wage is high. In contrast, the 90-10 and

75-25 ratios show increased dispersion

Another Prediction of the model is that the allocation of resources becomes less effi cient. One

measure of the effi ciency of the allocation of resources across firms is the cross-sectional correlation

of capital and revenue. Bartelsman et al. (2009) use a similar measure, the correlation of labor

and firm level solow residual. I prefer to use output to the solow residual because it relies less on

modeling assumptions and because using the solow residual builds in artificial negative correlation

if there is mismeasurement of capital. Petrin and Levinsohn (2008) rightly criticize the use of this

type of correlation as a measure of the effi ciency of the allocation of resources because it is not

motivated by theory. The same critique applies here. The decomposition in section 4 takes a

more structured approach to the effi ciency of the allocation of resources.

Figure 10 shows the correlation of log revenue with log capital expenditures and of log revenue

with log labor expenditures. By this measure, there was a worsening of the allocation of capital
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Figure 10:
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across firms in 1982. The allocation of labor gets slightly worse, and continues to decline in 1983,

though this change is relatively small.

We can also analyze the pace of reallocation by looking at the correlation of changes in revenue

with changes in inputs. A dip in this correlation means that reallocation of resources slows down.

There is certainly a decrease in the correlation between changes in revenue and changes in capital

Figure 11:
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in 1982, but it is hard to argue that the correlation is especially low. The correlation between

revenue and labor rises as many workers were laid off in 1982.
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4 Business Cycle Accounting at the Micro Level

To quantify the impact of changes in the dispersion of average products on the decline in TFP, I

develop an accounting procedure that allows me to separate changes in TFP into changes in firm

level productivity and changes in the distribution of average products.

The decomposition is interpretable for economists doing business cycle accounting at the ag-

gregate level using a representative firm. The Solow residual is decomposed into the various parts

described above, but there is also a role for wedges in the first order conditions of the representative

firm. If the wedge at each individual firm is equal to the wedge for the representative firm, the

Solow residual will be equal to the aggregate of firm level productivities, with no role for plant level

dispersion. In this sense, the decomposition bridges the gap between the approaches of Chari et al.

(2007) and Hsieh and Klenow (2009).

The decomposition uses only nominal values of revenue and expenditures that are directly

reported in the survey (except for expenditure on capital services). In an inflationary environment

such as Chile in the early 80’s, prices could be measured poorly, so using price deflators convert

expenditures to quantities can introduce more noise into measurements. In addition, using price

deflators that are common for an entire industry12 can mask differences in output and input prices

facing different firms. These differences are precisely what the decomposition is attempting to

uncover. Using expenditures on inputs also helps to control for differences in input quality. For

example, the wage bill can be used to control for the quality of the workforce, whereas deflating by a

common wage (or simply using the number employees) could conflate quantity and price differences.

A notable feature of the Chilean plants is there are large, persistent differences across plants

in capital intensity. For example, large plants are, on average, much more capital intensive than

small plants. This could simply reflect the differences in technology across plants. Alternatively

this may reflect persistent distortions faced by some plants. This matters because if the differing

capital usage reflects differing technologies there is little to gain from reallocating resources across

plants. I will consider two empirical specifications allowing for each of these extremes.

12Several other decompositions, including Petrin and Levinsohn (2008), use common price deflators for the industry.
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4.1 The Decomposition

Consider an economy composed of many sectors. Each sector is composed of plants that pro-

duce differentiated products that can be combined into a sector aggregate13. These sector ag-

gregates are then combined into a single aggregate good. Let Yi be the output of firm i, Ys =(∑
i∈Is Y

σs−1
σs

i

) σs
σs−1

be the quantity of sector aggregate for sector s, and Y =

(∑
s Y

γ−1
γ

s

) γ
γ−1

be the quantity of the manufacturing aggregate. If Pi is the price of the good produced by firm

i, then Ps =
(∑

i∈Is P
1−σ
i

) 1
1−σ and P =

(∑
s P

1−γ
s

) 1
1−γ

are ideal price indices for the sectoral

good and aggregate good respectively14. Cost minimization implies that demand for good i is

Yi = Y
(
Ps
P

)−γ ( Pi
Ps

)−σ
.

Firm i has access to the production function Yi ≤ AiK
αKi
i LαLii MαMi

i and faces demand Yi ≤

DsP
−σs
i . Define the wedges τKi, τLi,τMi to satisfy the following equations15:

eτKi =
σ − 1

σ
αKi

PiYi
RKi

eτLi =
σ − 1

σ
αLi

PiYi
WLi

eτMi =
σ − 1

σ
αMi

PiYi
QMi

These wedges measure deviations from optimization in a frictionless world. Whatever the reasons

for the wedges, the firms actions will be observationally equivalent to a firm maximizing profits in

a frictionless world subject to distortions:

πi = max
Pi,Yi,Ki,Li,Mi

PiYi − eτKiRKi − eτLiWLi − eτMiQMi

13Some argue that declines in productivity are driven by reallocation across sectors. If this is the case, the decline
should show up in increased dispersion of between sector wedges. It is useful to have an intermediate sector level so
that dispersion in wedges between sectors is not conflated with dipersion in wedges within sectors.
14Throughout, variables with an i subscript are refer to firm i in sector s, variables with an s subscript refer

to aggregates for sector s, and variables with no subscript refer to aggregates for all manufacturing plants. Time
subscripts are omitted.
15These can be written a number of ways. There are four observable quantities (PsiYsi, WLsi, RKsi, QMsi).

The first order conditions are all linear combinations of the logs of these quantities, and there are only three linearly
independent differences in these quantities. However, there is no unique way to assign meanings to the wedges - any
linear combination will do just as well - so interpreting a particular wedge is perilous.
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One can solve for the price set by the firm

Pi =
1

λiAi
eτ i

where τ i ≡ αKiτKi + αLiτLi + αMiτMi aggregates the effect of the three wedges and λi ≡
σs−1
σs

α
αKi
Ki α

αLi
Li α

αMi
Mi

RαKiWαLiQαMi reflects the impact of changes in input prices.

Sector

At the sector level, an economist may define a representative firm with technology Y = TFP ×

KαsLαLMαM . One can define wedges at the sector level, τKs, τLs, τMs to satisfy the equations

eτKs =
σs − 1

σs
αKs

PsYs
RKs

eτLs =
σs − 1

σs
αLs

PsYs
WLs

eτMs =
σs − 1

σs
αMs

PsYs
QMs

Again, this can be thought of as arising from the optimization problem of a firm facing demand

Ys = DP−σss and several distortions:

πs = max
Ps,Ys,Ks,Ls,Ms

PsYs − eτKsRKs − eτLsWLs − eτMsQMs

The price set by the firm is

Ps =
e−τs

λsTFPs

where τ s ≡ αKsτKs +αLsτLs +αMsτMs and λs = σs−1
σs

α
αKs
Ks α

αLs
Ls α

αMs
Ms

RαKsWαLsQαMs are defined in the same way

as τ i and λi. We can equate the two expressions for the price level and P 1−σs
s =

∑
i P

1−σs
i to get

the following expression:

λσs−1
s TFP σs−1

s =
∑
i

(
λiAi
λs

)σs−1

e(σs−1)(τs−τ i)
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We now define the quantity As to satisfy λsAs ≡
(∑

i λiA
σ−1
i

) 1
σ−1 to be what sector level TFP

would be if all the wedges were zero. We can also define Bi ≡ (λiAi/λsAs)
σs−1 to be the revenue

share of firm i if there were no wedges. With these definitions we can write a simple expression

for a sector’s TFP relative to a frictionless world,

TFPs = As

(∑
i

Bie
(σs−1)(τs−τ i)

) 1
σs−1

There are two components. The first depends only on firm level technology parameters (and if

factor intensities differ across firms, the common prices of the various inputs). The second term

depends on the wedges across firms. If all wedges were equal to the industry wedge, this term

would be zero. If there is a large amount of dispersion across firms in wedges, this term will be

significantly below one and TFP in the industry will be smaller than it could be. In this sense,

changes in the second term measure the contribution of dispersion to changes in sector level TFP.

To measure relative TFP,TFPsAs
, I need expressions for the wedges and for the frictionless shares,

Bi. The wedges can be computed directly using the ratios of nominal revenue and payments to

the factors of production. To compute the frictionless shares, note that we can use the demand

system, Yi = DsP
−σ
i to write output as Yi = D

1
1−σ
s (PiYi)

σ
σ−1 . With this and the production

function A = Y/ (KαKiLαLiMαMi), we can get an expression for firm level productivity λiAi:

λiAi ∝ ααKiKi α
αLi
Li α

αMi
Mi

(PiYi)
σs
σs−1

(RKi)
αKi (WLi)

αLi (QMi)
αMi

which consequently gives an expression for Bi = (λiAi)
σs−1∑

i(λiAi)
σs−1 . Conveniently this expression depends

only on nominal revenue and payments to the factors of production.

Aggregate Level

One can extend this procedure to a representative firm at the aggregate level with the produc-

tion function Y ≤ TFP × KαKLαLMαM and facing demand Y ≤ D̄P−σ. Defining the wedges

τK , τL, τM in the same manner, the optimal price will be P = eτ

λTFP , with λ = σ−1
σ

α
αK
K α

αL
L α

αM
M

RαKWαLQαM

and τ ≡ αKτK +αLτL+αMτM . Again, using the relation P 1−γ =
∑
P 1−γ
s gives an expression for
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TFP at the aggregate level in terms of the relative total factor productivity of each of the sectors:

(
TFP

A

)γ−1

=
∑

Bs

(
TFPs
As

)γ−1

e(γ−1)(τ−τs)

As above, we can define A (satisfying (λA)γ−1 ≡
∑

s (λsAs)
γ−1) to be aggregate technology in a

wedgeless world, and Bs ≡ (λsAs/λA)γ−1 to be the revenue share of sector s. We can write TFP

in the industry as

TFP = A

∑
s

Bse
(γ−1)(τ−τs)

(∑
i

Bie
(σs−1)(τs−τ i)

) γ−1
σ−1


1/(γ−1)

Here, we can see that TFP at the aggregate level depends on an aggregate of firm level technology

parameters and a term that depends on wedges within and between sectors.

Interpreting the Representative Firm

If every firm’s technology has the same factor intensities, the production function of the repre-

sentative firm should have the same factor intensities. If individual firms differ in factor intensities,

there is no obvious way to construct a representative firm that aggregates nicely. For example,

consider a sector with two firms: firm 1 is capital intensive while firm 2 is labor intensive. If

firm 1 has a large share of the market, the sector will look capital intensive (for the most effi cient

allocation) and vice versa. It is not clear what form the representative production function should

take.

In principle, the decomposition can be done for any representative production function. How-

ever, a desirable feature is that if all firms in an industry have the same capital wedge τ0
K , then

the representative firm will have that same capital wedge τ0
K . A consequence of this is that if

every firm had wedges of 0, TFPs would be equal to As. To guarantee these features, one can set

choose factor intensities for the representative production function as the average factor intensities

of each of the firms, weighted by revenue, for example αKs =
∑

i αK
PiYi
PsYs

and αK =
∑

s αKs
PsYs
PY .

Similarly, one must assume that the markup at the aggregate level is a weighted average of the

markup of each sector, σ−1
σ =

∑
s
σs−1
σs

PsYs
PY . See appendix C for details.

One unfortunate consequence is that the representative production function will change as the
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sector’s composition shifts. Again, this is not an issue when every firm has the same αKi.

4.2 Application to the Chilean Data

Firm Specific Parameters

In this section I adhere to the view that all long run differences in factor intensities reflect

differences in underlying technology. To this end, I compute the parameters of each firm’s produc-

tion function by using the average cost share of each input over the years that the plant is in the

sample. Similarly I compute the elasticity of substitution for each sector averaging the markup

implied revenue/cost margin in each year.

While the plants provide data on revenue, the wage bill, and expenditures on intermediate

materials, the expenditure on capital services must be imputed. Even after constructing a series

for capital, one must still infer the user cost of capital. This depends on the depreciation rate,

the interest rate, and the expected change in price of capital. I have no way of directly measuring

the expected change in the price of capital, though capital price deflators show large swings in the

prices of buildings, machinery, and vehicles during the contraction. If these changes are expected,

there would be massive and unrealistic swings in capital’s share of revenue (for some years, the

user cost of certain types of capital would be negative). While this is not a completely innocuous

simplification, I assume that all changes in real capital prices are unexpected. Thus variation in

the user cost of capital will mostly reflect changes in the real interest rate.

Figure 12:
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Figure 12 shows relative TFP, or TFPA for the economy. If changes in the wedges were the only
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determinants of changes in TFP, than this line would perfectly track TFP (because A would be

constant). The second line is what relative TFP if there were only dispersion in wedges within

sectors. Lastly, the third line shows what relative TFP would be if there were only dispersion in

wedges across sectors.

One can see that in 1981 and 1982, relative TFP falls significantly due to increased dispersion

in wedges within sectors. It then rises abruptly in 1983. This is consistent with the prediction of

the model that TFP slowly declines while the interest rate is high, and the rises once the interest

rate shock dissipates.
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The next figure compares relative TFP to actual TFP that is computed using the representative

production function for the manufacturing sector. Again, if all changes were due to changes in

dispersion, these curves would line up perfectly. Changes in the gap between the two curves are the

portions of changes in TFP that remains to be explained. It appears that this gap is substantial

in 1981 and 1983, the years surrounding the recession. This indicates that factors other than

dispersion of average products drive much of the changes in TFP.

It is also interesting to look at the wedges for the aggregate production function. It is clear

that there is a substantial decrease in the capital wedge. From the perspective of distortive taxes,

firms are holding so much capital (given the price) that the wedge is picking up what must be a

large subsidy to capital.

Constant Parameters
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Figure 14:
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We can do the same decomposition, keeping the parameters the same for every firm. This

conforms with the view that all long term differences in factor usage across plants stem from

persistent distortions. The parameters of the production function are αK = .15, αL = .35,

αM = .5, and σ = 4

Figure 15:
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Again relative TFP drops from 1980 to 1982, though the contribution of within industry wedges

actually increases TFP in 1982. It appears that dispersion in wedges across industries is decreases

TFP in this period. Comparing the relative TFP to actual TFP, we can see that relative TFP

matches a most of the decline in TFP from 1980 to 1982, but the timing of the decline does not

match. In particular, the rise in actual TFP in 1981 does not match the decline in relative TFP.
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Figure 16:
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5 Conclusion

This paper makes several contributions. First I demonstrated that short-lived shocks to real interest

rates can cause significant declines in TFP. In the presence of investment frictions, a spike in the

real interest rate can exacerbate irreversibilities, widening the inaction region, leading to a less

effi cient allocation of capital. A key prediction is that while the interest rate is high, dispersion of

the marginal product of capital gradually increases.

To test the model, I use data on Chilean Manufacturing firms and find that along some dimen-

sions, the model fares fairly well. Dispersion in average products rises while the real interest rate

is high, and this increased dispersion accounts for a substantial drop in aggregate TFP. Once the

interest rate falls, dispersion falls as well.

While the increased dispersion causes a drop in TFP in 1981 and 1982, the exact timing of the

changes in dispersion does not appear to be the main factor behind fluctuations in TFP. This result

is somewhat sensitive to the exact empirical specification, as the decomposition relies heavily on

the underlying model.

After this analysis, the time series in total factor productivity is still largely unexplained. It is

possible that capacity utilization plays a role, and I would like to explore that more explicitly.

Another avenue for further research is to formally model a small open economy experiencing a

spike to interest rates. While solving the model in general equilibrium is a nontrivial task, it is

likely that it can be done using methods developed recently.
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A Constant Interest Rate: Optimality Conditions and Solution

A.1 Supercontact Conditions at Investment Thresholds

Let for any policy P, we can write the solution to the HJB equations as

W (A,K|P) =
1

1− θ
1

H (θ)
AθK1−θ − f

r
+
∑
i=1,2

ci (K|P)Asi

where the constants of integration depend on the specific policy chosen. We first show that the

thresholds are chosen so that the marginal effects on the constants of integration are zero.

Claim 1 The optimal policy requires ∂ci(K|P)
∂Ā(K)

= ∂ci(K|P)
∂A(K) = 0 for i = 1, 2 and K > KX

Proof.

V (A,K) = max
P

W (A,K|P)

= max
P

1

1− θ
1

H (θ)
AθK1−θ − w

r
K − f

r
+
∑
i=1,2

ci (K|P)Asi

For any K, the first order condition with respect to A (K) is
∑

i=1,2
∂ci(K|P)
∂A(K) A

si = 0. By the

principle of optimality, this holds ∀A ∈
(
A (K) , Ā (K)

)
. The only values of ∂ci(K|P)

∂A(K) that would

satisfy these conditions are ∂ci(K|P)
∂A(K) = 0. By an identical argument, ∂ci(K|P)

∂Ā(K)
= 0.

Claim 2 The optimal thresholds satisfy WAK

(
Ā (K) ,K

)
= WAK (A (K) ,K) = 0 for K > KX

Proof. For each K we know that for any thresholds
(
Ā (K) , A (K)

)
, the smooth pasting condition

is holds

p+ = WK

(
Ā (K) ,K|P

)
=

1

H (θ)
Ā (K)θK−θ +

∑
i=1,2

∂ci (K|P)

∂K
Ā (K)si

Differentiating implicitly with respect to Ā (K) gives (noting that the constants of integration

depend on Ā)

0 = θ
1

H (θ)
Ā (K)θ−1K−θ +

∑
i=1,2

si
∂ci (K|P)

∂K
Ā (K)si−1 +

∑
i=1,2

si
∂2ci (K|P)

∂Ā (K) ∂K
Ā (K)si
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Using Claim 1, we have

∂2ci (K|P)

∂Ā (K) ∂K
=

∂

∂K

(
∂ci (K|P)

∂Ā (K)

)
=

∂0

∂K
= 0

This delivers the supercontact conditions (the derivation for the lower threshold A (K) is identical)

WAK

(
Ā (K) ,K

)
= θ

1

H (θ)
Ā (K)θ−1K−θ +

∑
i=1,2

si
∂ci (K|P)

∂K
Ā (K)si−1 = 0

A.2 Solving for the thresholds

We first prove proposition 1.

Proposition 2 For K > KX , the upper and lower thresholds take the form Ā (K) = Z̄K and

A (K) = ZK

Proof. Let ci (K) = c̃′i (K)Ksi , Ā (K) = Z̄ (K) /K, and A (K) = Z (K) /K. Substitute these

into the smooth pasting and supercontact conditions to give the four equations

p+ =
1

H (θ)
Z̄ (K)θ +

∑
i=1,2

ci (K) Z̄ (K)si

p− =
1

H (θ)
Z (K)θ +

∑
i=1,2

ci (K)Z (K)si

0 = θ
1

H (θ)
Z̄ (K)θ +

∑
i=1,2

sici (K) Z̄ (K)si

0 = θ
1

H (θ)
Z (K)θ +

∑
i=1,2

sici (K)Z (K)si

For each K there are four equations in four unknowns, but note that the solution does not depend

on K. We can therefore write Z̄, Z, and ci as constants.
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The four equations can now be written as:

p+ =
1

H (θ)
Z̄θ +

∑
i=1,2

ciZ̄
si

0 = θ
1

H (θ)
Z̄θ +

∑
i=1,2

siciZ̄
si

p− =
1

H (θ)
Zθ +

∑
i=1,2

ciZ
si

0 = θ
1

H (θ)
Zθ +

∑
i=1,2

siciZ
si

The smooth pasting and supercontact conditions for the upper threshold Z̄ give

c1Z̄
s1 =

s2

s2 − s1

[
p+ −

(
s2 − θ
s2

)(
1

H (θ)
Z̄θ
)]

c2Z̄
s2 =

s1

s1 − s2

[
p+ −

(
s1 − θ
s1

)(
1

H (θ)
Z̄θ
)]

Similarly the smooth pasting and supercontact conditions for the lower threshold give

c1Z
s1 =

s2

s2 − s1

[
p− −

(
s2 − θ
s2

)(
1

H (θ)
Zθ
)]

c2Z
s2 =

s1

s1 − s2

[
p− −

(
s1 − θ
s1

)(
1

H (θ)
Zθ
)]

Eliminating the constants of integration gives

[
p+ −

(
s2 − θ
s2

)(
1

H (θ)
Z̄θ
)]

Z̄−s1 =

[
p− −

(
s2 − θ
s2

)(
1

H (θ)
Zθ
)]

Z−s1[
p+ −

(
s1 − θ
s1

)(
1

H (θ)
Z̄θ
)]

Z̄−s2 =

[
p− −

(
s1 − θ
s1

)(
1

H (θ)
Zθ
)]

Z−s2

and making the substitutions X = Z̄/Z and B = p+

p− and ϕ = 1
rp+

Z̄θ and noting that H(θ)
r =
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(
s1−θ
s1

)(
s2−θ
s2

)
gives

[
1− s1

s1 − θ
ϕ

]
=

[
B−1 − s1

s1 − θ
ϕX−α

]
Xs1[

1− s2

s2 − θ
ϕ

]
=

[
B−1 − s2

s2 − θ
ϕX−α

]
Xs2

We can solve for each equation for ϕ to yield a single equation for

s1 − θ
s1

X−s1 −B−1

X−s1 −X−θ = ϕ =
s2 − θ
s2

X−s2 −B−1

X−s2 −X−θ (5)

Let G (X,B, s) = s−θ
s

Xs−B
Xs−Xθ . we therefore have a single equation in one unknown which can

be written in either of two ways

G
(
X−1, B−1, s1

)
= G

(
X−1, B−1, s2

)
G (X,B, s1) = G (X,B, s2)

From (5) we can also derive

Z̄θ = rp+G
(
X−1, B−1, s1

)
Zθ = rp−G (X,B, s1)

Lastly we have

c1Z
s1 =

s2

s2 − s1

[
p− −

(
s2 − θ
s2

)
1

H (θ)
Zθ
]

c2Z
s2 =

s1

s1 − s2

[
p− −

(
s1 − θ
s1

)
1

H (θ)
Zθ
]
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A.3 Comparative Statics

First I show that an increase in r raises s1 and lowers s2. In other words the spread between s1

and s2 increases. This seems intuitive because the product of the two roots is − r
ε2/2

.

Claim 3 ∂s1
∂r = −∂s2

∂r > 0

Proof. s1 > 0 > s2 are the roots of H (s) = r − µs − ε2

2 s (s− 1) = 0 with the formula s1, s2 =(
1− µ

ε2/2

2

)
±

√(
1− µ

ε2/2

2

)2

+ r
ε2/2

We now turn to the determinants of X. We first define the function F (X,B, s1, s2) ≡

G (X,B, s1)−G (X,B, s2). X satisfies F (X,B, s1, s2) = 0.

Claim 4 FX (X,B, s1, s2) > 0

Proof. Let φ (s) ≡ s
Xs−1 . φ (s) > 0 and φ′ (s) < 0. I will use the fact that

B −XθG (X,B, s2) = B − s2 − θ
s2

Xs2 −B
Xs2−θ − 1

= B − Xs −B
Xs − 1

φ (s2 − θ)
φ (s2)

< B − Xs2 −B
Xs2 − 1

=
B − 1

1−X−s2 < 0

and that BX−θ −G (X,B, s1) = BX−θ −G (X,B, s2)

G =

(
1− θ

s

)
Xs −B
Xs −Xθ

XGX =

(
1− θ

s

)
sXs

Xs −Xθ
−
(
sXs − θXθ

Xs −Xθ

)
G

= s

(
1− θ

s

)
Xs −B
Xs −Xθ

+

(
1− θ

s

)
s

B

Xs −Xθ
−
(
s+

(s− θ)Xθ

Xs −Xθ

)
G

=
(s− θ)B
Xs −Xθ

−
(

(s− θ)Xθ

Xs −Xθ

)
G

= φ (s− θ)
[
BX−θ −G

]
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Putting these together we have

XFX = XGX (X,B, s1)−XGX (X,B, s2)

= [φ (s1 − θ)− φ (s2 − θ)]
[
BX−θ −G

]
> 0

Claim 5 Fs1 (X,B, s1, s2) > 0 and Fs2 (X,B, s1, s2) < 0

Proof. I will proceed to show that Gs (X,B, s) > 0 when evaluated at s ∈ (s1, s2). First note

that η
(

log η
η−1

)2
< 1 that implies that φ(s−α)

φ(s) is increasing in s as follows

∂

∂s
log

(
φ (s− α)

φ (s)

)
=

∫ s−α

s

∂2

∂y2
log φ (y) dy

=

∫ s−α

s

1

y2

(
(X−y) (logX−y)

2

(1−X−y)2 − 1

)
dy

> 0

Second, for B > 1 note that Xs1 > B > 1 > Xs2 . We can see that the quantity Xs−B
Xs−1 is

increasing in s as follows

∂

∂s
log

(
Xs −B
Xs − 1

)
=

B − 1

(Xs −B) (Xs − 1)
Xs logX > 0

Lastly, we can rewrite G as G (X,B, s) = s−θ
s

(
Xs−B
Xs−Xθ

)
= 1

Xθ
φ(s−θ)
φ(s)

Xs−B
Xs−1 . Since both

φ(s−θ)
φ(s)

and Xs−B
Xs−1 are increasing in s, G must also be increasing in s.

Putting claims together we can evaluate effect of r on X. Using the above claims, we have

∂X

∂r
= −

Fs1
∂s1
∂r − Fs2

∂s2
∂r

FX
< 0

A.4 Deriving Optimality Condition for the Exit Point

In proposition 1 we showed that the functions c̃i satisfy the differential equations c̃′i (K)Ksi = ci.

The numbers ci are known with formulas given in Appendix A.2. We can solve each differential
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equation to give

c̃i (K) =
ci

1− si
K1−si + Ci

where Ci are new constants of integration. Since s1 > 0, limA→∞C1A
s1 will diverge unless C1 = 0.

We can therefore write the value function as

W (A,K) =
1

1− θ
1

H (θ)
AθK1−θ − f

r
+
∑
i=1,2

ci
1− si

AsiK1−si + C2A
s2 (6)

where the only unknown is C2. This will depend on the level of productivity at which the option

to shut down is exercised.

Given optimal disinvestment thresholds, we can write the value of function as in (6)

W (A,K|P) =
1

1− θ
1

H (θ)
AθK1−θ − f

r
+
∑
i=1,2

ci
1− si

AsiK1−si + C2 (P)As2 (7)

The firm will choose an exit policy that maximizes value, giving the condition ∂C2(P)
∂AX

= 0. For any

exit policy in which the firm shuts down an sells its remaining capital we haveW (AX ,K|P)−p−K =

0 Differentiating this completely with respect to K gives

WA (AX ,K) =
1

1− θ
1

H (θ)
θAθ−1

X K1−θ +
∑
i=1,2

ci
1− si

siA
si−1
X K1−si + s2C2 (P)As2−1

X = 0

If we write AX = A (KX), we differentiate W (A (KX) ,KX) = p−KX implicitly with respect to

KX to get

WK (AX ,KX) +WA (AX ,KX)A′ (KX) = p−

Using the fact that WA (AX ,KX) = 0, we get WK (AX ,KX) = p−

These equations give the following

p− =
W (AX ,KX)

KX
=

1

1− θ
1

H (θ)
Zθ − f

rKX
+
∑
i=1,2

ci
1− si

Zsi +
C2 (P)

KX
As2X

0 =
AX
KX

WA (AX ,K) =
1

1− θ
1

H (θ)
θZθ +

∑
i=1,2

ci
1− si

siZ
si + s2

C2 (P)

KX
As2X = 0
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We can solve the second equation for c2
1−s2Z

s2 + C2(P)
KX

As2X and plug it into the first equation to

get

f

rKX
= −p− +

1

1− θ
1

H (θ)
Zθ +

c1

1− s1
Zs1 − 1

s2

(
1

1− θ
1

H (θ)
θZθ +

c1

1− s1
s1Z

s1

)
= −p− +

(
1− θ

s2

)
1

1− θ
1

H (θ)
Zθ +

(
1− s1

s2

)
c1

1− s1
Zs1

We can use the relation c1Z
s1 = s2

s2−s1

[
p− −

(
s2−θ
s2

)
1

H(θ)Z
θ
]
and Zθ = rp−G (X,B, s1), we can

solve for the expressions given in the text.

B Solving for Optimal Policy with Two Regimes

Abstracting away from exit, let V i (Z,K) be the value of of being in state i. When in the inaction

region of region i, the value function satisfies the HJB equation

riV
i (A,K) =

1

1− θA
θK1−θ−δKV i

K+µAV i
A+

ε2

2
A2VAA+λi

(
V −i (A,K)− V i (A,K)

)
−χV i (A,K)

We take advantage of the homogeneity of the value function to define the function vi (Z) =

V i
K (ZK,K) as the marginal value of capital. We can rewrite the HJB as

Rivi (Z) = Zθ + (µ+ δ)Zv′i (Z) +
ε2

2
Z2v′′i (Z) + λi [v−i (Z)− vi (Z)]

where Ri ≡ ri + χ+ δ. If a firm is above it’s investment threshold, the marginal value is vi (Z) =

p+and similarly vi (Z) = p− below the disinvestment threshold.

We now solve the differential equation in Z each region separately. In the region in which both

overlap, we have a system of two second order ODEs. The general solution to the pair of ODEs is

vi (Z) = ηiZ
θ +

4∑
j=1

cjiZ
γj

with the following definitions

• Hi (γ) ≡ (Ri + λi)− (µ+ δ) γ − ε2

2 γ (γ − 1)
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•
{
γj
}
are the four roots of the characteristic polynomial H1 (γ)H2 (γ)− λ1λ2

• ηi solve the two equations H1 (θ) η1 = 1 + λ1η2 and H2 (θ) η2 = 1 + λ2η1

• For each j, λ1c
j
2 = H1

(
γj
)
cj1. There are thus for unknown constants of integration.

For the region above Z̄1 and below Z̄2 the marginal value satisfy the equations

v1 (Z) = p+

R2v2 (Z) = Zθ + (µ+ δ)Zv′2 (Z) +
ε2

2
Z2v′′2 (Z) + λ2

[
p+ − v2 (Z)

]
We can solve the ODE for v2 to get

v2 (Z) =
Zθ

H2 (θ)
+

λ2p
+

R2 + λ2
+
∑
j=1,2

ψ2,jZ
β2,j

where β2,j are the roots of H2 (β) = 0 and ψ2,j are two more constants of integration.

Lastly for the region above Z1 but below Z2 the marginal value satisfies the equations

R1v1 (Z) = Zθ + (µ+ δ)Zv′1 (Z) +
ε2

2
Z2v′′1 (Z) + λ1

[
p− − v1 (Z)

]
v2 (Z) = p−

We can solve the ODE for v1 to get

v1 (Z) =
Zθ

H1 (θ)
+

λ1p
+

R1 + λ1
+
∑
j=1,2

ψ1,jZ
β1,j

There are now twelve unknowns: four thresholds
{
Z̄i, Zi

}
i=1,2

and eight constants of integration{{
cj1

}
j=1−4

,
{
ψi,j
}
i,j=1,2

}
. To solve for these unknowns, we appeal to the following conditions:

Smooth Pasting at the upper and lower thresholds:

vi
(
Z̄i
)

= p+, i = 1, 2

vi (Zi) = p−, i = 1, 2
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Supercontact at the upper and lower thresholds:

v′i
(
Z̄i
)

= 0, i = 1, 2

v′i (Zi) = 0, i = 1, 2

The fact that the value functions are continuously differentiable in the inaction region

lim
Z→Z+2

v1 (Z) = lim
Z→Z−2

v1 (Z)

lim
Z→Z+2

v′1 (Z) = lim
Z→Z−2

v′1 (Z)

lim
Z→Z̄+1

v2 (Z) = lim
Z→Z̄−1

v2 (Z)

lim
Z→Z̄+1

v′2 (Z) = lim
Z→Z̄−1

v′2 (Z)

With these 12 conditions we can solve for the 12 unknowns.

B.1 Limit as λ2 →∞

One of the conditions for optimization is

v2

(
Z̄2

)
− p+ = 0

Note that the for each λ2, we have

(R2 + λ2)
(
v2

(
Z̄2

)
− p+

)
= 0

so that in the limit we have

lim
λ2→∞

(R2 + λ2)
(
v2

(
Z̄2

)
− p+

)
= 0 (8)
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In the middle region (Z ∈
(
Z2, Z̄1

)
) we can get at the limit of the value function by looking at the

different parts separately.
{
γj
}
are the four roots of the characteristic polynomial H1 (γ)H2 (γ)−

λ1λ2. One can verify that these are

{
γj
}

= −1

2

(
µ+ δ

ε2/2
− 1

)
±

√
1

2

(
µ+ δ

ε2/2
− 1

)
+

1

ε2

(
(R1 +R2 + λ1 + λ2)±

√
(R1 +R2 + λ1 + λ2)2 − 4 (R2λ1 +R1λ2 +R1R2)

)

and also that they satisfy

j = 1, 2 : H1

(
γj
)

=
1

2

[
(R1 −R2 + λ1 − λ2) +

√
(R1 +R2 + λ1 + λ2)2 − 4 (R2λ1 +R1λ2 +R1R2)

]
j = 3, 4 : H1

(
γj
)

=
1

2

[
(R1 −R2 + λ1 − λ2)−

√
(R1 +R2 + λ1 + λ2)2 − 4 (R2λ1 +R1λ2 +R1R2)

]

The roots (appropriately scaled) have well defined limits. Order them so that

lim
λ2→∞

γ1 = s1

lim
λ2→∞

γ2 = s2

lim
λ2→∞

γ3√
λ2

= − 1√
ε2/2

lim
λ2→∞

γ4√
λ2

=
1√
ε2/2

We now solve for the constants of integration, cij . Recall that for each j, c
j
1 =

H2(γj)
λ2

cj2. Also

note that limλ2→∞ c
j
3 and limλ2→∞ c

j
4 must equal zero: if they were finite, the terms c

j
iZ

γj would

explode (because γj →∞).

I now compute
H2(γj)
λ2

. To do this I do the following sequence of calculations. First I compute
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the following limit which I will use below

lim
λ2→∞

−λ2 +

√
(R1 +R2 + λ1 + λ2)2 − 4 (R2λ1 +R1λ2 +R1R2)

= lim
λ2→∞

√(
R1+R2+λ1+λ2

λ2

)2
− 4(R2λ1+R1λ2+R1R2)

λ22
− 1

1/λ2

=
−2
(

1 + R1+R2+λ1
λ2

)
R1+R2+λ1

λ22
+ 24(R2λ1+R1R2)

λ32
+ 4R1

λ22

2

√(
1 + R1+R2+λ1

λ2

)2
− 4(R2λ1+R1λ2+r1R2)

λ22

/
−1

λ2
2

=
2
(

1 + R1+R2+λ1
λ2

)
(R1 +R2 +R1)− 24(R2λ1+R1R2)

λ2
− 4R1

2

= −R1 +R2 + λ1

We can use this to compute for j = 1, 2

lim
λ2→∞

H1

(
γj
)

= lim
λ2→∞

1

2

[
(R1 −R2 + λ1 − λ2) +

√
(R1 +R2 + λ1 + λ2)2 − 4 (R2λ1 +R1λ2 +R1R2)

]
=

1

2
[(R1 −R2 + λ1) + (−R1 +R2 + λ1)]

= λ1

This can be used, in turn to compute the following limit

lim
λ2→∞

(R2 + λ2)

H2

(
γj
) = lim

λ2→∞

R2 + λ2

λ2

λ2

H2

(
γj
) = lim

λ2→∞

R2 + λ2

λ2

H1

(
γj
)

λ1
= 1

lim
λ2→∞

λ2 −H2

(
γj
)

= lim
λ2→∞

λ2 −R2 − λ2 −
(
− (µ+ δ) γj −

ε2

2
γj
(
γj − 1

))
= lim

λ2→∞
R1 −R2 + λ1 −R1 − λ1 −

(
− (µ+ δ) γj −

ε2

2
γj
(
γj − 1

))
= lim

λ2→∞
R1 −R2 + λ1 −H1

(
γj
)

= r1 − r2

And lastly we have

lim
λ2→∞

(R2 + λ2)

(
λ2 −H2

(
γj
)

H2

(
γj
) )

= R1 −R2
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Finally we can use these results to get the following limits

lim
λ2→∞

(R2 + λ2) (η2 − η1) = lim
λ2→∞

(R2 + λ2)

λ2

R1 −R2

H1 (θ) H2(θ)
λ2
− λ1

=
R1 −R2

H̃1 (θ)

lim
λ2→∞

(R2 + λ2)
(
cj2 − c

j
1

)
= lim

λ2→∞

(R2 + λ2)

λ2

(
λ2 −H2

(
γj
)

H2

(
γj
) )

cj1 = (R1 −R2) cj1

where H̃1 (γ) = R1 − (µ+ δ) γ − ε2

2 γ (γ − 1). We then have

lim
λ2→∞

(R2 + λ2) (v2 (Z)− v1 (Z)) = (R1 −R2) v1 (Z)

Since this is true for all Z ∈
(
Z2, Z̄1

)
, we have

lim
λ2→∞

lim
Z→Z̄−1

(R2 + λ2)
(
v2 (Z)− p+

)
= (r1 − r2) p+ < 0

Combining this with (8) implies that Z̄2 > Z̄1.

C Dispersion and Jensen’s Inequality

Relative TFP can be written as TFPs
As

=
(∑

iBie
(σs−1)(τs−τ i)

) 1
σs−1 . If factor shares are defined to

satisfy αKs =
∑
αKi

PiYi
PsYs

than TFPs ≤ As. In the course of the proof, I will make use of the fact

that the revenue shares can be written as

PiYi
PsYs

=

(
Pi
Ps

)1−σs
=

(λiAi)
σs−1 e(1−σs)τ i∑

i (λiAi)
σs−1 e(1−σs)τ i

=
Bie
−(σs−1)τ i∑

iBie
−(σs−1)τ i

(9)

and similarly PsYs
PY = Bse−(γ−1)τs∑

iBse
−(γ−1)τs

The first order condition with respect to capital from the sector level problem
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e−τKs =
σs

σs − 1

1

αKs

RKs

PsYs

=
σs

σs − 1

1

αKs

∑
i

RKi

PiYi

PiYi
PsYs

=
1

αKs

∑
i

αKie
−τKi PiYi

PsYs

where the last equality use the first order condition from the firm’s problem and the expression for

revenue share (9). Let ωKi ≡ αKiPiYi
αKsPsYs

.

e−τKs =
∑
i

e−τKiωKi

Under the assumption that αK =
∑
αKi

PiYi
PsYs

, we have
∑
ωi = 1. Since ex is convex, Jensen’s

inequality gives E [ex] ≥ eE(x), so we can write

e−τKs ≥ exp

[∑
i

[−τKi]ωKi

]

Lastly we can write

e(σs−1)αKsτKs ≤ exp

[
αKs (σs − 1)

∑
i

τKiωKi

]

We can derive similar expressions for labor and for materials. With these we can write

e(σs−1)τs = e(σs−1)(αKsτKs+αLsτLs+αMsτKs)

≤ exp

[
(σs − 1)

∑
i

αKsτKiωKi + αLsτLiωLi + αMsτMiωMi

]

We can substitute back in the expressions for ωKi, ωLi, and ωMi, to get in to get

e(σs−1)τs ≤ exp

[
(σs − 1)

∑
i

(αKiτKi + αLiτLi + αMiτMi)
PiYi
PsYs

]

= exp

[∑
i

(σs − 1) τ i
PiYi
PsYs

]
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Using Jensen’s inequality one more time, we have

e(σs−1)τs ≤
∑
i

[
e(σs−1)τ i

PiYi
PsYs

]

Lastly, using the expression for the revenue share (9), we get

e(σs−1)τs ≤
∑
i

[
e(σs−1)τ i

Bie
(1−σs)τ i∑

iBie
(1−σs)τ i

]
=
∑
i

[
Bi∑

iBie
(1−σs)τ i

]
=

1∑
iBie

(1−σs)τ i

This implies ∑
i

Bie
(σs−1)(τs−τ i) ≤ 1

Aggregate Level

At the aggregate level we want to show

(∑
Bs

(
TFPs
As

)γ−1

e(γ−1)(τ−τs)

) 1
γ−1

≤
(∑

s

Bs

(
TFPs
As

)γ−1
) 1

γ−1

This can be done if we define logµ =
∑

s logµs
PsYs
PY where µs = σs

σs−1 and µ = σ
σ−1 . The capital

wedge for the aggregate level can be written as

e−τK =
σ

σ − 1

1

αK

RK

PY

=
σ

σ − 1

1

αK

∑
i

RKs

PsYs

PsYs
PY

=
1

αK

∑
i

αKse
−τKs+log µ

µs
PsYs
PY

=
∑
i

e
−τKs+log µ

µs ωKs

where ωKs = αKsPsYs
αKPY

. With the assumptions that αK =
∑

s αKs
PsYs
PY , we have

∑
s ωKs = 1.

e−τK ≥ exp

[∑
s

−τKs + log

(
µ

µs

)
ωKs

]
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Lastly we can write

e(γ−1)αKτKs ≤ exp

[
αK (γ − 1)

∑
s

(
τKs + log

(
µs
µ

))
ωKs

]

We can derive similar expressions for labor and for materials. With these we can write

e(γ−1)τ = e(γ−1)(αKτK+αLτL+αM τK)

≤ exp

[
(γ − 1)

∑
s

αKτKsωKs + αLτLsωLs + αMτMsωMs + log

(
µs
µ

)
(αKωKs + αLωLs + αMωMs)

]

We can substitute back in the expressions for ωKs, ωLs, and ωMs, to get in to get

e(γ−1)τ ≤ exp

[
(γ − 1)

∑
s

(αKsτKs + αLsτLs + αMsτMs)
PsYs
PY

+ log

(
µs
µ

)
(αKs + αLs + αMs)

PsYs
PY

]

= exp

[
(γ − 1)

∑
s

(
τ s + log

(
µs
µ

))
PsYs
PY

]

Also, under the assumption that logµ =
∑

s logµs
PsYs
PY , this becomes

e(γ−1)τ ≤ exp

[∑
s

(γ − 1) τ s
PsYs
PY

]

Using Jensen’s inequality one more time, we have

e(γ−1)τs ≤
∑
s

[
e(γ−1)τs PsYs

PY

]

Using PsYs
PY = Xse−(γ−1)τs∑

Xse−(γ−1)τs

e(γ−1)τs ≤
∑
s

[
e(γ−1)τs Xse

−(γ−1)τs∑
Xse−(γ−1)τs

]
=

1∑
Xse−(γ−1)τs

Rearranging gives (∑
Xse

(γ−1)(τ−τs)
) 1
γ−1 ≤ 1
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Xs =
Bs

(
TFPs
As

)γ−1

∑
sBs

(
TFPs
As

)γ−1

(∑
Bs

(
TFPs
As

)γ−1

e(γ−1)(τ−τs)

) 1
γ−1

≤
(∑

s

Bs

(
TFPs
As

)γ−1
) 1

γ−1
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