Rounding errors and
index numbers

Thomas A. Gittings

Each month, different agencies
of the government release the
most recent percentage changes
in a variety of indexes. For
example, the Consumer Price
Index (CPJ) and the Producer Price Index (PPI),
released by the Bureau of Labor Statistics of the
Department of Labor, are two important price
indexes. The Industrial Production Index re-
ported by the Federal Reserve Board is an im-
portant quantity index.

When the most recent percentage change in
these index numbers is released, it is given
major coverage by wire services and news agen-
cies, both here and abroad. Unexpected changes
can have immediate effects on various markets
and can be important factors influencing policy
making processes. The pattern and timing of
these changes need to be accurately preserved in
historical data bases so that information is not
lost or distorted.

Rounding of historical index numbers can
distort the pattern of monthly growth rates,
especially when indexes are revised or “re-
based.” This can create serious econometric
problems when working with monthly index
number series such as the CPI. These problems
include biased estimates and spurious regres-
sions and are especially severe for periods when
the growth rates have a low mean and/or vari-
ance and the index numbers have been subjected
to large base adjustments.'

The purpose of this article is to show how
index numbers are being systematically dis-
torted by significant rounding errors in the re-
vised or rebased data. After a brief discussion

of why index numbers are especially vulner-
able to rounding errors, the CPI for urban
wage earners and clerical workers (CPI-W) is
used to illustrate how large these errors can be
and how they now distort the pattern of
monthly changes in the 1960s. Next, a Monte
Carlo study is presented to show some of the
econometric problems associated with round-
ing errors of this magnitude. Finally, I recom-
mend steps to better understand and/or allevi-
ate this problem.

Why rounding poses a problem

The rounding-error problem of index
numbers is not a theoretical issue, rather, it is
an issue of how index numbers are handled in
practice. Consider the case of a typical price
index: the Consumer Price Index for all urban
workers (CPI-W). In order to calculate the
CPI-W, each month the Department of Com-
merce samples a broad range of prices for
items that a typical urban consumer would
purchase. These items include apples and
oranges, cars and gasoline, medical care serv-
ices and baseballs, and so on.

These actual prices are then weighted by
their relative importance as determined peri-
odically by detailed surveys of consumption
expenditure patterns. By construction the
weights are adjusted so that the total index
averages 100.0 for some period of time. Each
month the new index numbers are calculated
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and released to the public after being rounded
to the nearest tenth of a point. This first type
of rounding error is noticeable in the data
when monthly changes are calculated, but is
relatively unimportant in practice.

The rounding-error problem that is unique
to index numbers begins when the index is
adjusted or “rebased” so that it averages 100.0
for a new period of time. Because most prices
have increased substantially over the past
thirty years, the result of rebasing
is that prices from earlier years are
scaled down so as to provide a con-
tinuous series.

The new historical numbers
are then rounded to the nearest

crease in the average rate of inflation begin-
ning in 1968.

The most recent release of the CPI-W
series has been benchmarked to a base period
of 1982-84. Because of the high rates of infla-
tion during the 1970s, the adjustment or scal-
ing factor for the 1960s is about 0.3. Table 1
lists the original CPI-W numbers and the cur-
rent rebased numbers for the last five months
of 1960. For each of these series, the month to

TABLE 1

CPI-W: levels, changes, and percentage changes

1957-59=100.0
Percent

1982-84 = 100.0
Percent

tenth of a point before being re- Year Month
leased. Herein lies the source of

the major rounding-error problem 60 8
with index numbers. To illustrate 60 9
the magnitude of this second type 0 10
of rounding error, we can examine

how it has affected the monthly 60 1
changes for the CPI-W. &0 12

Level Change change Level Change change
103.2 29.8

103.3 0.1 0.0969 29.8 0.0 0.0000
103.7 0.4 0.3872 29.9 0.1 0.3356
103.8 0.1 0.0964 30.0 0.1 0.3344
103.9 0.1 0.0963 30.0 0.0  0.0000

Now you see it, now
you don‘t

During the 1960s the CPI-W was bench-
marked to a base period of 1957-59. Between
January 1959 and December 1970, the CPI-W
increased from 99.7 to 138.5. Figure 1 plots
the monthly percentage changes as they were
originally released. This Figure shows that
the monthly percentage changes were quite
volatile and that there was a pronounced in-

month changes are tabulated and the percent
changes are calculated to four decimal places.
Figure 2 plots the monthly percentage
changes that are calculated from the currently
released numbers for the period 1959-70. The
pattern of monthly percentage changes is now
dominated by rounding errors. The timing and
magnitudes of monthly percentage changes

index, 1957-59=100
1.0
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CPI-W monthly growth rates
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have been significantly distorted, although it
still is possible to discern the increase in infla-
tion starting in 1968 and to calculate accu-
rately average growth rates for each year.

Another way to see the effects of rounding
is to plot the scatter diagram of the monthly
percentage changes for 1959 through 1970.
Figure 3 is this scatter diagram where the
original growth rates are plotted along the
horizontal axis and the revised growth rates
are plotted along the vertical axis.

In the absence of rounding errors, there
would be a perfect correlation between these
two series, and the scatter diagram would be a
straight line from the lower left corner to the
upper right corner. The pronounced clustering
is due to the rounding errors associated with
the rebasing, and the “rays” pointing towards
the origin are due to the rounding of the origi-
nal data before the growth rates are calculated.

Table 2 tabulates the monthly changes for
the two bases. With the low inflation of the
early 1960s and the lower base for the revised
numbers, it not surprising that almost half
(62/144) of the monthly changes in the CPI-W
for 1959 through 1970 are now reported as un-
changed or zero.

Monte Carlo simulations

In order to identify what characteristics of
the CPI-W data for the 1960s make this series
so sensitive to rounding errors, a set of Monte
Carlo simulations was run. In a Monte Carlo
study, one assumes an underlying model, a set

index, 1982-84<100
1.0
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CPI-W monthly growth rates

of parameter values, and a distribution for ran-
dom errors. A number of samples are then
generated using different random numbers,
and the parameters are estimated by various
techniques. The distributions of these esti-
mates can then be compared with the true
parameter values to study the bias and fit of
the estimation technique with and without
rounding errors in the data.

Inflation is typically modeled as a first-
order, autoregressive process or a moving av-
erage process. Both of these inflation models
were simulated so as to demonstrate some of
the different effects of rounding errors. Model
1 assumes that inflation is a first-order autore-
gressive process where the error terms are
normally distributed with mean 1 and standard
deviation ©:

1) Dp®)= B * Dp(t-1) + £(1),

where Dp(t) is the rate of inflation in period ¢
and g(7) is the normally distributed error term
with mean l and standard deviation 6. The
rate of inflation is equal to the difference in
the natural logarithms of the price level in
periods ¢ and ¢—1.

Model 2 assumes that the change in the
rate of inflation is a first-order moving average
process with normally distributed error terms:

2) D?p(t) =3 * MA(1) + &(t),

where D?p(t) is the change in inflation and 8 is
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CPI-W scatter diagram
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the estimated coefficient for the first-order

moving average process. The chan
tion is calculated as the inflation in

ge in infla-
period ¢

minus the inflation in period 1. Using
monthly CPI-W data, Pearce (1979) found that
this equation provided stable estimates for

sample periods from 1947 to 1976.

In each of the Monte Carlo simulations

the following steps were followed.
First, one of the underlying models
was selected and values were as-
signed for each of the parameters
in the model. In each simulation
the initial value of the price level
was set equal to 100.0. Next a
series of 143 normally distributed
error terms were generated. These
random changes together with the
specified model were then used to
calculate a time series for the level
of a price index.

From this series of 144 total
observations, three additional se-
ries were calculated to study the
effects of rounding errors. The
first rounded series consists of the
original data rounded to one digit
after the decimal point. This series
corresponds to the rounded
monthly CPI numbers as they are
first released by the Commerce
Department, that is, without re-
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basing. To show the effects of rebasing on
rounding errors, the original data were multi-
plied by two scaling factors, 0.5 and 0.3, in
order to obtain two additional series. These
two series were then rounded to one decimal
point. The 0.5 scaling factor would be used
when rebasing a price index series after prices
have doubled. The 0.3 factor is the approxi-

Monthly changes in CPI-W

(1959-70)
1957-59 = 100.0 1982-84=100.0
Change Frequency Percent Frequency Percent
-0.2 2 1.4
-0.1 1 7.6 2 1.4
0.0 20 13.9 62 43.1
0.1 23 16.0 51 35.4
0.2 19 13.2 27 18.8
0.3 15 10.4 2 1.4
0.4 20 13.9
0.5 15 10.4
0.6 8 5.6
0.7 5 35
0.8 5 45
0.9 0 0.0
1.0 1 0.7
Total 144 100.0 144 100.0




mate scaling factor that is now being used on
CPI-W data from the 1960s.

This process of generating four time series
of 144 observations was repeated 400 times
using different sequences of random numbers.
The model parameters were estimated by ordi-
nary least squares (OLS) for each time series
to determine the effects of rounding errors.
The statistical results are presented in the
following sections for each of the underlying
models. In the following discussion of the
results of the simulation, Series 1 is the un-
rounded data, Series 2 is the rounded data,
Series 3 is the data multiplied by the 0.5 scal-
ing factor and then rounded, and Series 4 is the
data multiplied by the 0.3 scaling factor and
then rounded.

Model 1

A Monte Carlo simulation of Model 1 has
three coefficients (B, L., and 6) that must be
specified. These values were selected so as to
approximate the time series properties of the
CPI-W since the late 1950s. Typically, the
value of 3 could be expected to fall between 0
and 1. In each of the simulations reported in
this article, the value of B, the lagged inflation
coefficient, was 0.5. The results were similar
when alternative values between 0 and 1 were
tried. For brevity, these simulations are not
reported.

Three values for [, the mean of the error
term, were selected so that the average rate of
inflation, that is, the average monthly change
in the logarithm of the price index, would be
0.000, 0.002, or 0.004. Because the model
includes a lagged dependent variable, the
equation used to calculate [ was

3) u=(-p)*m,

where T is the desired average rate of inflation.
The two positive values for © were
chosen because they approximate
the average monthly inflation rate

during the 1960s and the 1980s. The equation
used to calculate ¢ was

4 o=0% I P

where 0 is the desired standard deviation of
inflation.
The equation estimated was

5) Dp(t) = o+ B * Dp(t-1),

where o is an intercept term and is included
because the errors in the underlying model can
have a nonzero mean. Some of the estimated
coefficients are listed in Tables 3, 4, and 5,
where the coefficients, t-statistics, and correla-
tion coefficients are the average values of the
400 simulations.

Figure 4 plots the Monte Carlo results for
Model 1 with &t (the average inflation rate)
equal to 0.002 and 0 (the standard deviation of
inflation) equal to 0.002. The horizontal axis
plots the three values of the base scaling fac-
tor, and the vertical axis plots the estimated
values of B. The values for the estimated
model parameters are listed in Table 3.

The simulation results for one value of
are presented in Figure 4 in order to show the
confidence interval for each estimated .
These confidence intervals are indicated by
the vertical bars around each of the labeled
points in the Figure. In the 400 simulations,
68 percent of the estimated 3 coefficients were
in the range delimited by these vertical bars.

Figure 4 illustrates what happens to the
sample bias when the original time series of
price changes is rebased and rounded. The
point labeled “ORG” in Figure 4 is the OLS
estimate of 3 for the unrounded data (Series
1). As shown in Table 3, the estimated B for
Series 1 is 0.481, which is close to the actual B

TABLE 3

in the CPI-W over the 1960s and Model 1 (B=0.5, 7=0.002, 6=0.002)
1980s, respectively. Model est. o t-stat est. B t-stat R?
Two values for o (0.001 and

0‘002) were used so that 0, the Series 1 0.00103 4.97 0.481 6.59 0.237
expected standard deviation of the Series2  0.00110 5.13 0.450 6.06 0.209
dependent variable, would be

0 002 or 0 004 These Values were Series 3 0.00126 5.54 0.366 4.72 0.141
also chosen to approximate the Series 4  0.00155 6.16 0.220 271 0.057
standard deviation of inflation
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TABLE 4

Model 1 (3=0.5, n=0.004, 6=0.002)

are increasingly biased estimates
and decreasing fit.
Figure 5 plots the estimated

Model est. o t-stat est. B t-stat R? coefficients for the lagged infla-

. tion term using three alternative
Series 1 0.00207 6.33 0.481 6.62 0.239 average rates of inflation. The
Series2  0.00216 6.50 0.458 6.21 0.217 middle line in Figure 5 is the

. same line shown in Figure 4.
Series 3 0.00243 7.01 0.390 5.10 0.160 L .

The top line in Figure 5 repre-

Series 4  0.00292 7.90 0.267 3.34 0.080 sents the simulation in which the

Model 1 (B=0.5, ==0.002, 6=0.004)

TABLE 5

average inflation rate is 0.004,
and the bottom line represents
the simulation in which the aver-
age inflation rate is 0.000. Fig-
ure 5 shows that sample bias is

Model est. o t-stat est. B t-stat R? increased when the average
. . s Tower
Series 1 0.00103 312  0.481 658  0.237 mﬂ?‘tlor,‘ rate is Jower because
the “noise” introduced by re-
Series 2 0.00105 3.14 0.475 6.45 0.230 basing and rounding is imposed
Series3  0.00110 321  0.449 603 0.208 on a time series that has less
“signal”.
Series 4  0.00119 3.33 0.400 5.24 0.167

Table 4 lists the estimated

of 0.50. The sample bias of OLS when there is
a lagged dependent variable and an intercept is
consistent with the estimated bias calculated
by Marriott and Pope (1954). The point la-
beled “RND” in Figure 4 is the estimated [} for
Series 2, in which the original data has been
rounded to one decimal point. The estimated
B for Series 2 is 0.450, according to Table 3.
Thus, the sample bias for the rounded data is
larger than the sample bias for the unrounded
data. Notice also that the R? for Series 2 is
0.209, compared to 0.237 for Series 1. Thus,
the degree of fit of the model decreases some-
what when the data is rounded.

The points labeled “A” and “B” in Figure
4 are the estimated s, respectively, for Series
3 and 4, the rebased series. The estimated B
for Series 3 is 0.366 and the estimated P for
Series 4 is 0.220. Clearly, the sample bias
increases markedly when the data is rebased
by a factor of 0.5, and even more when the
data is rebased by a factor of 0.3. Thus, as the
rebasing factor decreases (and the difference
between the adjusted data and the original data
increases) the sample bias increases. Also, as
shown in Table 3, the R? or degree of fit de-
creases when the rebasing factor decreases.
Figure 4 and Table 3 show that the conse-
quences of rebasing and rounding data for a
first-order, lagged dependent variable model
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parameters for the case where
the average inflation rate is
0.004. Comparing Table 4 with Table 3, we
see similar patterns in the estimates for the
coefficients, t-statistics, and R%. The estimated
intercept terms for the dis are approximately
twice as large in Table 4 because the average
inflation rate has been doubled in these simu-
lations. The bias estimates for B are slightly
smaller when the average inflation rate is
higher.

Model 1: Rebasing bias
Confidence intervals

estimated Ps
06

Actual 1
0.5
ORG
RND
04 |-
A
03 |-
02 | B
o4 - 7=0.002
0.0 [ TN IO SN WS TN NS R |
0.0 03 05 1.0

scaling tactor




Model 1: Rebasing bias
Different rates of inflation
estimated Ps
0.6 r
Actual
0.5
04 F
03 |
02 |
s U=0.004
—— 7=0.002
01 | w—— =0.000
0.0 L 1 1 1 1 1 (] 1 L1
0.0 03 05 1.0
scaling factor

Model 1: Rebasing bias
Higher standard deviation of inflation
estimated s
06

Actual

0.5

04 | ?

03 |

02 |
e 11=0.004
— 1=0.002

o1 F ——— 7=0.000

0.0 1 L 1 L 1 1 1 1 L I

0.0 03 05 1.0
scaling factor

Figure 6 plots the estimated coefficients
for the same average inflation rate as in Figure
5, but with the standard deviation of inflation
doubled to 0.004. Comparing Figure 5 and
Figure 6, we see that the sample biases in
Figure 6 are consistently lower because the
higher standard deviation means that there is a
higher signal to noise ratio when the data is
rebased and rounded. The estimated parame-
ters for one of these simulations are listed in
Table 5. Comparing Table 5 and Table 3, we
see that the sample biases for o and [ are con-
sistently smaller when the standard deviation
of inflation is higher.

In summary, we can draw the following
conclusions from Model 1:

1) The bias of OLS estimates is increased
when the data is rounded.

2) This bias is greater when the mean of the
error term is closer to zero and/or the stan-
dard deviation is lower.

3) The bias increases as the scaling factor
decreases.

4) The correlation coefficient or degree of fit
decreases as the scaling factor decreases.

The Monte Carlo simulations using Model
1 show that rounding errors are a systematic
source of noise that can be imposed on a data
series. The effect of rounding errors and re-
basing is to systematically remove information
and bias the estimates away from the actual

coefficients. The smaller the signal in the
data, that is, the lower the mean and standard
deviation for the error process, the greater is
the effect on estimations.

These results, with hindsight, are some-
what intuitive. Consider an idealized case
somewhat similar to the early 1960s. Suppose
that each month the absolute (not percentage)
change in the index is approximately 0.1.
When the data is rebased with a scaling factor
of 0.3, the three month pattern will become
two months with no change followed by one
month with an absolute change of about 0.1.
Over the course of a year this will yield essen-
tially the same average rate of change as
the original.

Using the original data in this idealized
case, Model 1 without an intercept term would
have an estimated coefficient of approximately
1.0 and would be very significant. After the
0.3 rebasing, the new three month pattern
would generate an estimated coefficient close
to 0.0 which would not be statistically signifi-
cant. This is an extreme case of the bias found
in these simulations using Model 1.

Model 2

In the Monte Carlo simulations using
Model 2, in which the change in inflation is
assumed to be a first-order moving average
process, three values for the coefficient of the
moving average process are presented to show
how the size of the bias due to rounding is de-
pendent upon the size of this coefficient.
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Typically, the value of the moving average
coefficient could be expected to fall between
0 and —1. Therefore, the alternative values
used for the moving average coefficient were
—0.25, —0.50, and —0.75. In these simulations
the mean of the error term was assumed to be
zero because there is no trend in the change in
inflation during the 1960s.

The standard deviation of the error term
was selected so that the expected standard
deviation of the change in inflation was 0.002.
This value approximates the standard devia-
tion of the change in CPI-W inflation during
the 1960s. The equation to calculate ¢ was

6) o=y /V1+&,

where W is the desired standard deviation of
the change in inflation. Simulations using al-
ternative standard deviations are not reported
because the results are similar to the estimates
for this simulation.

Figure 7 plots the estimated values for the
moving average coefficient and the corre-
sponding confidence intervals. The average
values for 8, as well as the t-statistics and R,
for Series 1-4 are presented in Table 6. The
point labeled “ORG” in Figure 7 is the esti-
mated moving average coefficient for Series
1, the unrounded series. As shown in Figure
7, this estimate is very close to the actual
value of the coefficient. According to Table
6, the estimated value is —0.497, compared to
the actual value of —0.5. Thus, OLS gives an
unbiased estimate of the moving average coef-
ficient before rounding and rebasing.

The points labeled “RND”, “A”, and “B”
in Figure 7 show the effects of rounding and
rebasing on estimates of 8. As in Model 1,
this effect is to increase the bias or difference
between the estimated coefficient and the
actual coefficient. However, note that as
shown in Table 6, the t-statistics for the mov-
ing average coefficient and the R? for the
model increase for Series 2, 3, and 4. Thus
the effect of rounding and rebasing in
Model 2 are to bias the results to accepting a
spurious fit.

In Figure 8 the three lines correspond to
the three alternative values for the coefficient
of the moving average process. Tables 7 and
8 list the estimated parameters for the two ad-
ditional values of the moving average coeffi-
cient. For each of the three lines shown in
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FIGURE 7
Model 2: Rebasing bias
Confidence intervals
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Figure 8, the points labeled “ORG” are the es-
timated coefficients before rounding and are
very close to the actual values used in the
different simulations. In each case, the effect
of rounding and rebasing is to estimate a
larger negative coefficient for the moving
average term and to increase the correspond-
ing t-statistic. The increases in the coefficient
and t-statistic are essentially proportional so
that the standard error of the estimate is essen-
tially unchanged.

As shown in Figure 8, the bias towards a
spurious fit resulting from rounding and re-
basing is most noticeable for 6 = —0.25 and
least noticeable for 8 =—0.75. In each case
the effect is to bias the estimated moving
average coefficient towards —1.0.

In order to compare the results for Model
2 with the results of Model 1, recall the ideal-
ized case presented at the end of the discus-
sion of Model 1, in which the average change

TABLE 6
Model 2 (6=—0.50)
Model est. & t-stat R?
Series 1 -0.497 -5.86 0.202
Series 2 -0.555 -6.56 0.243
Series 3 -0.646 -7.63 0.312
Series 4 -0.740 -8.73 0.389




TABLE 7
Model 2 (5=-0.25)
Model est. § t-stat R?
Series 1 —0.250 -2.95 0.062
Series 2 —0.355 -4.18 0.123
Series 3 -0.476 -5.60 0.205
Series 4 -0.600 -7.06 0.299

TABLE 8

Model 2 (8=-0.75)
Model est. & t-stat R?
Series 1 -0.739 -8.74 0.369
Series 2 -0.771 -9.11 0.385
Series 3 -0.832 -9.83 0.439
Series 4 -0.890 -10.53 0.501

in the price index for each month is approxi-
mately 0.1. In Model 1, the result of the 0.3
scaling of the series was to generate a statisti-
cally insignificant coefficient close to 0, as
compared to a significant coefficient of approxi-
mately 1.0 for the original data when there is
not an intercept term.

In the case of Model 2, rebasing this series
for a factor of 0.3 and then differencing to get
the change in inflation would result in a three
month pattern of approximately 0, 0.1, and -0.1.
If a series with this type of pattern is estimated
as a first-order moving average process, the
expected coefficient would be close to —1.0 and
would be highly significant, as compared to a
coefficient of O for the original data. This is an
extreme case of the bias found in Model 2.

Model 2: Rebasing bias
Different MA coefficients
estimated 3s
0.00 ¢
IR, 6= ‘0.25
e 5= -0.50
v 0= -0.75
Actual
-0.25 » ORG
RND
Actual
-0.50 ORG
/ RND
075 Actual ORG
/ RND
oo b—L 1 0oy 0011
0.0 03 05 1.0
scaling factor

What should be done?

The distortions in timing and magnitude
and biases in estimations that are caused by
rounding errors in index numbers can be a seri-
ous problem for some time periods and eco-
nomic time series. Of course the obvious solu-
tion would be for the reporting agency to pro-
vide more digits when they release the histori-
cal revisions. In many cases this would amount
to a simple change in the way they format the
computer tapes and/or diskettes that they sell to
the public.

Until this additional data is made available,
the users of historical data should be careful to
check if rounding errors are affecting their re-
sults. While smoothing filters and/or the use of
more time aggregated data can alleviate these
high frequency distortions and biases, these
techniques may not always be appropriate. In
the end, there is no substitute for better data.

FOOTNOTES

'Technically, this problem is not purely the result of rebasing,
but also of publishing the numbers to a fixed accuracy, so
that there are fewer significant digits the farther back you go
in a series with an upward historical trend.
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