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PR E FA C E

Building bridges between our educational institutions, the private busi-
ness sector, and community organizations will be an essential aspect of
our efforts to increase familiarity with new technological and financial
tools that are fundamental to improving individual economic well-being.

Alan Greenspan
Chairman, Board of Governors

of the Federal Reserve System

The Community Affairs Officers of the Federal Reserve System are
pleased to present the proceedings of the Changing Financial Markets
and Community Development conference, held April 5 and 6, 2001, in
Washington, D.C.  The proceedings include papers or summaries of the
papers presented by distinguished economists and scholars from across
the country. The papers are reviewed by conference discussants, who
have extensive experience in the field. We are grateful to the authors
and discussants for sharing their findings on an important aspect of our
free enterprise system. 

This research represents the latest work in the field from academia,
policy institutions, and the Federal Reserve System. The papers and the
reviews offer fresh insight into new industry developments and prod-
ucts and how they and alternative service providers affect the delivery
of services to the unbanked, techniques developed to increase accumu-
lated wealth in low- and moderate-income populations, and measures
of how bank consolidation and CRA have affected the delivery and
profitability of lending programs.

These proceedings are designed to further understanding of com-
munity development lending and credit issues among scholars, practi-
tioners, and policymakers. We hope that future conferences and publi-
cations like this one will further encourage ongoing research and 
discussion of these and other topics related to community economic
development.
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WE L C O M I N G AD D R E S S: RE S E A R C H I N
T H E PO L I C Y PR O C E S S
Edward M. Gramlich 
Member, Board of Governors of the Federal Reserve System

I am pleased to welcome you to the second Community Affairs research
conference, Changing Financial Markets and Community
Development. For this two-day conference, we have succeeded in
bringing together participants from academia, financial institutions,
faith-based organizations, community organizations, foundations, and
government. We have designed the conference to present new academ-
ic research on how changes in the financial markets are affecting low-
and moderate-income communities and on the effectiveness of com-
munity development programs. During your time here, you will hear
about changing financial markets, about the unbanked population and
alternative financial service providers, and about developments in the
financial industry, wealth creation, and the effectiveness of the
Community Reinvestment Act. We hope that the research findings and
the debate and discussion generated will leave us all better informed
about community development. 

The past decade has seen a dramatic change in financial services.
Consolidation, globalization, deregulation, and technological innova-
tion have altered the manner in which banks do business. But these
market forces have not changed the urgent needs that are still apparent
in many low- and moderate-income neighborhoods. Community devel-
opment organizations have met the challenges of the new marketplace,
have embraced their rapidly expanding roles, and are working to ensure
that their constituents, the residents of underserved communities, have
access to affordable housing as well as to fundamental financial man-
agement, credit, and wealth-building tools. Community developers
have responded by becoming more knowledgeable and more sophisti-
cated and by undertaking increasingly more complex development
tasks. These groups recognize that bricks and mortar are not the only
building blocks for distressed communities. Jobs, training, education,
and opportunity are also vital components in the transformation of
neighborhoods. 
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Financial institutions have likewise been challenged to find new
opportunities for development. Over the past decade, lenders have
found new market niches, broken geographic barriers, employed
advanced banking technologies, and developed sophisticated products
and services to keep pace with ever-changing financial markets. 

In this dynamic environment, we continually search for informa-
tion and knowledge to help us broaden our understanding of the issues
facing both financial services and community development. The vari-
ous research gatherings we have hosted help us write more effective
regulations, develop innovative services, revitalize communities, and
expand economic opportunity, especially for lower-income households.
This morning I make just a few observations about the effect of
research on public policy — and why it serves our interests at the
Federal Reserve Board to have you continue to delve into the intrica-
cies of issues related to financial services and community development. 

Research helps to inform our decision-making process. It can help
us define the issues or problems being addressed and sharpen our
understanding of financial markets. It also offers us a means to chal-
lenge the assumptions we develop as we review policy options and
revise regulations. 

Research also enables us to quantify the likely impact of the rules
we write — to see if the rules can be expected to have the desired
effects or if unintended adverse consequences could ensue. Once rules
and regulations are in place, research helps us measure and assess how
well the law and our regulations are achieving their intended goals. 

And, as a former academic, I should also stress that research is in a
sense its own reward — it stimulates clearer thinking, better behavioral
models, more efficient data collection, and in general more knowledge
about the way community processes work. 

Recently, one particular policy issue has emphasized the valuable
role that research plays in informing the policy and decision-making
process. Distressing reports of abusive lending practices connected
with home-secured loans have captured our attention and prompted
calls for regulatory action. Anecdotes about predatory loans — high-
cost loans that are unaffordable, unsuitable, unfair, deceptive, or fraud-
ulent — have proliferated around the country. And yet, the information
we have about predatory lending is essentially anecdotal. We have no
ready method for measuring the amount of predatory lending or deter-
mining how prevalent a problem it truly represents. 

Studies of urban metropolitan data submitted under the Home
Mortgage Disclosure Act (HMDA) have shown that lower-income and
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minority consumers, who have traditionally had difficulty in getting
mortgage credit, have been taking out loans at record levels in recent
years. Specifically, conventional home-purchase mortgage lending to
low-income borrowers nearly doubled between 1993 and 1999. 

Much of this increased lending can be attributed to the develop-
ment of the subprime mortgage market. Again using HMDA data, we
see a thirteen-fold increase in the number of subprime home equity
loans and a sixteen-fold increase in the number of subprime loans to
purchase homes. The rapid growth in subprime lending has expanded
homeownership opportunities and provided credit to consumers who
have difficulty in meeting the underwriting criteria of prime lenders
because of blemished credit histories or other aspects of their profiles.
As a result, more Americans now own a home, are building wealth, and
are realizing cherished goals. 

However, this attractive picture of expanded credit access is marred
by those very troubling reports of abusive and unscrupulous credit prac-
tices, predatory lending practices, that can strip homeowners of the
equity in their homes and ultimately even result in foreclosure. We
readily draw a distinction between the types of credit practices that are
legitimate and those that give rise to concern. Subprime loans to low-
income borrowers made under practices in which both lenders and bor-
rowers truly understand the deal should go on — these are an important
part of the American dream for low-income borrowers. Abusive prac-
tices should be stopped. 

Though we have held discussions on the different categories of
subprime loans, the credit profiles of vulnerable borrowers, and the
marketing and underwriting tactics that predatory lenders employ, we
find that the absence of hard data inhibits a full understanding of the
predatory lending problem. Exactly what are the most egregious lend-
ing practices? How prevalent are they? How can they be stopped?
Absent the available data and the analysis and relationships they reveal,
rulemakers and policymakers are challenged to ensure that their actions
do not have unintended consequences. We are mindful that expansive
regulatory action intended to deter predatory practices may discourage
legitimate lenders from providing loans and restrict the access to cred-
it that we have worked so hard to expand. 

The Board has recently proposed changes to the Home Ownership
and Equity Protection Act (HOEPA) and to HMDA in an effort to
enhance the public's and the regulatory agencies' understanding of the
home mortgage market in general and the subprime market in particu-
lar. The expansion in the HOEPA definition of a high-cost loan will
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broaden the scope of mortgage loans subject to HOEPA coverage and
prohibit specific acts and practices. Changes to HMDA reporting require-
ments would improve the quality and utility of the resulting data by: 

● increasing the number of nondepository lenders required to 
submit data;

● clarifying and expanding the types of reportable transactions;
and 

● specifying new loan elements to be included in the data, such
as the average percentage rate of interest. 

Increased data collection is one step in gaining a broader under-
standing of the business practices of subprime lenders and in helping us
distinguish appropriate from inappropriate lending practices. 

We will all benefit from the studies and research that result from an
expanded knowledge of subprime lending. Certainly our understanding
of credit discrimination has already been improved by research using
HMDA data. HMDA data and the analysis that researchers and others
have undertaken using the data have helped us to detect possible
instances of discrimination and created a heightened awareness of fair
lending issues. The new data should give us another lens with which to
examine lending practices and should offer us a more complete picture
of the home mortgage market — a result we could all agree is beneficial.

The Federal Reserve System works to promote a better under-
standing of the forces that shape our economy. This conference, I
believe, will offer fresh insight into changing financial markets and
community development. I hope the outcome will be more research,
more study, more publication, more discussion about community devel-
opment issues, and better regulatory policies. I look forward to the dis-
cussions and wish you a successful conference.

Edward M.Gramlich took office in November 1997 as a member of the
Board of Governors of the Federal Reserve System to fill an unexpired
term ending January 2008. Before becoming a member of the Board,
Gramlich served as Dean of the School of Public Policy at the
University of Michigan. He also served as Professor of Economics and
Public Policy, Chair of the Economics Department, and Director of the
Institute of Public Policy Studies. Gramlich has extensive governmental
experience.  He was Chair of the Quadrennial Advisory Council on
Social Security, and Deputy Director and Acting Director of the
Congressional Budget Office. He also was Director of the Policy
Research Division at the Office of Economic Opportunity, Senior
Fellow at the Brookings Institution, and a staff member of the Research
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Division of the Federal Reserve Board. Gramlich’s popular text on ben-
efit-cost analysis is in its second edition; he has also written several
other books and many articles on such topics as macro-economics,
budget policy, income redistribution, fiscal federalism, social security,
and the economics of professional sports. He received a B.A. from
Williams College and his M.A. and Ph.D. in economics from 
Yale University.
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KE Y N O T E AD D R E S S: TH E IM P O RTA N C E
O F ED U C AT I O N I N TO D AY’S EC O N O M Y
Alan Greenspan 
Chairman, Board of Governors of the Federal Reserve System

I am pleased that this conference has drawn together such a knowl-
edgeable group of economists, academics, lenders, practitioners, and
other experts to address issues of great significance to consumers and
banking communities. There are, no doubt, many different views on the
e ffects that credit scoring, wealth creation strategies, and the
Community Reinvestment Act are having on the availability and acces-
sibility of financial services to lower-income populations and small
businesses.  But I think we would all agree that sound analysis and open
discussion in meetings like this are essential to furthering our under-
standing of financial markets and how they serve the diverse financial
needs of our populace. 

In my remarks today, I would like to offer some observations on
how the rapid adoption of new information technologies has expanded
the scope and utility of our financial products and on how we can
address some of the challenges these changes pose to our efforts 
to ensure that our financial system meets the evolving needs of 
businesses and consumers. 

Given the importance of accurate and timely information in the
financial services industry, it is not surprising that this sector has been
affected enormously by the adoption of new technologies. The result-
ant advances in the flow of information have greatly facilitated the
development of a wide range of new financial products. Similarly in the
case of household and business credit, computer and telecommunica-
tions technologies have lowered the cost and broadened the scope of
financial services. As a consequence, we have seen a proliferation of
specialized lenders and new financial products that are tailored to meet
very specific market needs. At the same time, the development of 
credit-scoring tools and the securitization of pools of loans hold the
potential for opening doors to national credit markets for both 
consumers and businesses. 

Overall, our evolving economic and financial systems have been
highly successful in promoting growth and higher standards of living
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for the majority of our citizens. But we need to reach further to engage
those who have not been able to participate fully. The results of the
Federal Reserve's most recent Survey of Consumer Finances, for exam-
ple, indicate that families with low-to-moderate incomes and some
minority groups did not appear to fully benefit from the highly favor-
able economic developments of the mid-1990s. Between 1995 and
1998, the median real net worth for all families increased 17.5 percent,
whereas the median net worth for families with incomes below $25,000
declined and medians for non-whites and Hispanics were little changed.
Although this performance leaves much to be desired, positive signs
can also be found. For example, between 1995 and 2000 the home-
ownership rate among minorities rose from 44 percent to 48 percent,
and for the first time, the fraction of households without some kind of
transaction account fell below ten percent. 

One challenge we face in expanding opportunity for all Americans
is to overcome the anxieties created by technological innovation. In the
workplace, for example, significant segments of our population have
exhibited fears that their skills will not be adequate to deal with a rap-
idly changing work environment. Clearly, technological advances make
some jobs obsolete — for example, switchboard operators and tenders
of typesetting machines. But even for many other workers, a rapidly
evolving work environment in which the skill demands of their jobs are
changing can lead to very real concerns about losing their jobs. 

One very tangible response to this anxiety has been a massive
increase in the demand for educational services. The day when a high-
school or college education would serve a graduate for a lifetime is
gone. Today's recipients of diplomas expect to have many jobs and to
use a wide range of skills over their working lives. As a result, we are
moving toward a more flexible educational system — one that inte-
grates work and training and that serves the needs both of experienced
workers at different stages in their careers and of students embarking on
their initial course of study. Community colleges, for example, have
become important providers of job skills training not just for students
who may eventually move on to a four-year college or university but
also for individuals with jobs — particularly older workers seeking to
retool or retrain. 

As in the workplace, fostering education that will enable individu-
als to overcome their reluctance or inability to take full advantage of
technological advances and product innovation in the financial sector
can be a means of increasing economic opportunity. As market forces
continue to expand the range of providers of financial services, con-
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sumers will have more choice and flexibility in how they manage their
financial matters. They will also need to accumulate the appropriate
knowledge on how to use new technologies and on how to make finan-
cial decisions in an informed manner.

Indeed, surveys repeatedly demonstrate a strong link between edu-
cation and the use of new financial technologies. For example, data
from the Survey of Consumer Finances suggest that a higher level of
education significantly increases the chances that a household will use
an electronic banking product. In particular, in 1998, the typical user of
an electronic source of information for savings or borrowing decisions
had a college degree--a level of education currently achieved by only
about one-third of U.S. households. 

Similarly, education can play a critical role in equipping consumers
with the fundamental knowledge required to choose among the myriad
of products and providers in the financial services industry. This is
especially true for populations that have traditionally been underserved
by our financial system. In particular, financial literacy education may
help to prevent vulnerable consumers from becoming entangled in
some types of financially devastating credit arrangements. 

One long-standing source of concern is abusive lending practices
that target specific neighborhoods or vulnerable segments of the popu-
lation and can result in unaffordable payments, equity stripping, and
foreclosure. With this issue in particular, consumer and community
advocates, bankers, and policymakers have all sought to raise consumer
awareness about the dangers of such aberrant lending practices, and
financial education is an important component of their efforts. 

In addition, education can help to provide individuals with the
financial knowledge necessary to create household budgets, initiate
savings plans, and make strategic investment decisions for their retire-
ment or children's education. Such financial planning can help families
to meet their near-term obligations and to maximize their longer-term
financial well-being. 

While data available to measure the efficacy of financial education
are not plentiful, the limited research available on the benefits of finan-
cial education programs is encouraging. For example, a recent study by
Freddie Mac, one of the nation's largest purchasers of home mortgages,
finds that homebuyers who obtain structured homeownership education
have reduced rates of loan delinquency. Similarly, an evaluation con-
ducted by the National Endowment for Financial Education on its high-
school-based programs found that participation in financial-planning
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programs improved students' knowledge, behavior, and confidence
with respect to personal finance, with nearly half of participants begin-
ning to save more as a result of the program. And a recent study of the
relationship between financial behavior and financial outcomes
revealed that comprehension of the general principles of sound finan-
cial behavior, such as budgeting and saving, is actually more beneficial
in producing successful financial results over time than specific and
detailed information on financial transactions. 

These findings underscore, in particular, the importance of begin-
ning the learning process as early as possible. Indeed, in many respects,
improving basic financial education at the elementary and secondary
school level is essential to providing a foundation for financial literacy
that can help prevent younger people from making poor financial deci-
sions that can take years to overcome.  For example, through a funda-
mental understanding of the mathematics of compounding interest, one
can appreciate the cumulative benefit of routine saving. Similarly,
learning how to conduct research in a library or on the Internet can 
be instructive in where and how to look for information to 
evaluate decisions. 

As I noted earlier, we have seen the market respond to an increased
demand for conceptual job skills by increasing the range of education-
al options available to individuals. We are beginning to see similar
efforts to provide consumers with information and training that will
improve their knowledge on financial matters throughout their lives.
For example, the U.S. military, in response to surveys that revealed that
nearly one-third of enlisted service members reported moderate-to-
severe difficulty in paying bills, has mandated that all incoming enlist-
ed personnel receive financial education as a means of reducing stress
related to personal fiscal matters. Similarly, we are starting to see some
school systems introduce financial management classes as part of their
high-school curricula and many employers are taking up the challenge
as well.  At the Federal Reserve Board, for example, interest in finan-
cial education prompted an employee committee to host a seminar on
financial planning strategies, and our Consumer and Community
Affairs staff recently hosted several well-attended educational pro-
grams for employees who are thinking of buying their first home. 

More fundamentally, the recognition that more-productive workers
and learning go hand-in-hand is becoming ever more visible both in the
workplace and in schools. Similar collaborative efforts to increase
awareness of, and access to, information that promotes financial litera-
cy are increasingly seen as necessary to ensure that consumers can meet
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their immediate obligations as well as achieve their broader goals of
buying a home, funding higher education for themselves or their chil-
dren, and preparing for retirement. Just as we have recognized how crit-
ical it is to demystify technology and to increase workers' comfort and
familiarity with the new tools required for their success, so should we
work to educate consumers on evaluating the broad array of products
offered by financial service providers and to empower them to make the
choices that contribute to their overall economic well-being. 

An example of a collaborative effort in which the Federal Reserve
System is involved is the Treasury Department's financial literacy ini-
tiative. This nonpartisan, public-private endeavor promotes the devel-
opment of personal financial literacy skills by capitalizing on the edu-
cational efforts of the partners. In particular, an Internet web site was
created that offers users the ability to instantly access a broad spectrum
of financial-management information from a wide variety of market
participants, including governmental agencies, associations, and pri-
vate-sector financial services providers. 

As researchers, lenders, and leaders in community economic devel-
opment, you have all been dealing with the practical effects of techno-
logical change in the financial services industry, which have increased
opportunity but have also presented important challenges. The twenty-
first century will certainly bring us new technologies and, along with
them, new challenges and new possibilities.  We cannot know the pre-
cise directions in which technological change will take us, but as in
recent years, the future role of banks and other providers of financial
services will surely be significantly affected by the same basic forces
that guide the real economy. Building bridges between our educational
institutions, the private business sector, and community organizations
will be an essential aspect of our efforts to increase familiarity with new
technological and financial tools that are fundamental to improving
individual economic well-being. And the success of such efforts will
have a critical bearing on how well prepared we are to meet the chal-
lenges of an increasingly knowledge-based global economy.

Alan Greenspan took office in June 2000 as Chairman of the Board of
Governors of the Federal Reserve System for a fourth four-year term
ending June 2004. He also serves as Chairman of the Federal Open
Market Committee, the System’s principal monetary policy making
body. From 1954 to 1974 and again from 1977 to 1987 Greenspan was
Chairman and President of Townsend-Greenspan & Co., Inc., an eco-
nomic consulting firm. From 1974 to 1977 he served as Chairman of the
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President’s Council of Economic Advisers and from 1981 to 1983 as
Chairman of the National Commission on Social Security Reform.
Greenspan has also served as a member of President Reagan’s
Economic Policy Advisory Board, a member of Time magazine’s Board
of Economists, senior adviser to the Brookings Panel on Economic
Activity, and consultant to the Congressional Budget Office. He has had
numerous Presidential appointments and he has served on many boards
of directors, both corporate and noncorporate. He received a B.S., an
M.A., and a Ph.D. in economics, all from New York University. He also
has performed advanced graduate study at Columbia University and
has received numerous awards and honorary degrees.



12

LU N C H E O N AD D R E S S: FI N A N C I A L
IN V E S T M E N T I N T H E IN N E R CI T Y:  
A CO N F L U E N C E O F IN T E R E S T S
Robert L. Woodson, Sr.
President, National Center for Neighborhood Enterprise

A noted expert on crime trends and their societal impact, James Q.
Wilson has stressed the importance of distinguishing between econom-
ic factors and cultural factors that impact our society.  He stated, “If we
predict that behavior is driven by economic incentives, and if we alter
those incentives and behavior does not change, or changes contrary to
our prediction, we have to say that something else is working there.
That something else is a combination of values, beliefs, perceptions,
mind sets — in short, culture.” Let's couple Professor Wilson's point
with a piece of folk wisdom: “If you keep doing what you do, you'll
keep getting what you've got.” Now we have a foundation for discus-
sion of a new approach to inner-city America that can tap capacities that
have, for too long, gone unrecognized and underutilized.  This new
approach can yield a mutual relationship between inner-city residents
and the business community, where new markets can emerge and eco-
nomic development initiatives can have sustainable impact.

Ending the Confusion Between Economic and Cultural Consequences

In the 1960s, concern grew about worsening conditions and societal
disintegration that was taking place in impoverished inner-city neigh-
borhoods. At that time, it was in these communities which lacked the
buffers of economic stability, that the effects of such problems as drug
addiction, family dissolution, and violent crime were taking their great-
est toll.  In response, the federal government launched its War 
on Poverty, which, in turn, gave rise to a massive anti-poverty 
bureaucracy that was established to manage and maintain a plethora of 
federal programs. 

Anti-Poverty Programs Have Not Solved Societal Disintegration

For more than thirty years, on the premise that the cause of these soci-
etal problems was economic, more than $5.3 trillion dollars was spent
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on myriads of anti-poverty programs.  Yet, increased funding for these
programs proved to have a negligible impact on their incidence.  Our
nation’s capital, Washington, D.C., is a prime example of the failure of
the War on Poverty.  In the mid 90s, per-capita anti-poverty expendi-
tures in the District were among the highest in the nation, yet the city
ranked the lowest in comparison to all states with respect to 21 quality-
of-life categories, including infant mortality and homicide rates.
Conditions became so bad that the life expectancy of a Black male in
our nation's capital is one of the lowest in the Western Hemisphere, sec-
ond only to Haiti. The persistence — and rise — of a societal crisis in
spite of a massive influx of funds for economic remedies was com-
pelling evidence that the source of the problem had been misdiagnosed.

Social Disintegration Penetrates Boundaries of Race and Income Level

Subsequent events would provide even more startling evidence that the
root causes of our most devastating societal problems did not lie in
external circumstances.  A shocking wave of youth violence in rural and
suburban communities brought this message straight to the heart.  The
tornadoes of violence touched down without warning in communities
ranging from Littleton, Colorado, to Paducah, Kentucky, and, most
recently, Santee, California.  One teenager built pipe bombs to destroy
his classmates in the same garage where he parked his BMW.  It has
become painfully clear that poverty does not produce crime and vio-
lence any more than affluence can provide immunity from it.  

The devastation of alcoholism and drug addiction, like that of youth
violence, recognizes no boundaries of race, ethnicity, or income level.
Carroll O'Connor and Gloria Vanderbilt are among the affluent celebri-
ties who have felt the pain of losing a child to substance abuse or sui-
cide.  George McGovern's daughter died a lonely alcoholic, frozen in
the winter snow.  Margaux Hemingway, supermodel and granddaugh-
ter of Ernest Hemmingway, was found dead in her condominium after
a long struggle with alcohol and bulimia. The promising young actor,
River Phoenix, likewise, met with tragic self-destruction. Celebrity sta-
tus and wealth provided no immunity for John Belushi and Chris
Farley. Robert Downey, Jr., who has repeatedly succumbed to sub-
stance abuse and addiction in spite of top-of-the-line professional treat-
ment, and even incarceration, is a stark reminder that our nation’s most
pressing societal problems are not external in nature and cannot be
solved or prevented by affluence or external remedies.
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Poverty Does Not Cause Social Dysfunction

The myth that poverty causes social dysfunction is debunked by our
nation's own history and by the fact that, in the past, even widespread
poverty and unemployment did not unravel our social fabric.
Throughout the decade from 1930 to 1940, our country experienced the
deepest depression in its history.  Unemployment rates often exceeded
25 percent, with a negative GNP. Yet, during those dark financial years,
rather than disintegrating, families and communities came together in
networks of mutual support.  The rates of crime and substance abuse
were minimal compared with today's, and a single-parent household
usually meant that someone had been widowed.  Those who accepted
financial assistance did so with a strong sense of personal responsibili-
ty and reciprocity.

In sharp contrast, in the early 1970s, after the longest period of sus-
tained prosperity in post-war America with a rising GNP and unem-
ployment rates sharply decreased, social indices began to plummet.
Crime rates doubled and drug use rose rapidly. The number of single-
parent families increased dramatically, and the welfare rolls swelled.
Ironically, the causal relationship between poverty and societal disinte-
gration was disproved by our nation's own experience at precisely the
same time that the federal government continued to press a War on
Poverty based on that false assumption. 

The Root Cause of Cultural Disintegration

Today across the nation, people are recognizing that the root causes of
our nation's most critical problems are essentially internal and spiritual
in nature.   In a nationwide poll, more than half of the respondents said
that they were more concerned about America's moral crisis than its
economic problems. Nearly 40 percent said that they felt that our coun-
try's moral foundations were “very weak.”   In response, there has been
a steadily growing interest in the role that faith-based groups can play
in addressing these problems at their core.

Like the biblical figure, Joseph, who was able to address and avert
Egypt's impending doom when the Pharaoh's counselors could find no
solution, faith-based grassroots leaders in cities across the nation have
emerged as modern-day Josephs to address our country's spiritual and
moral crises.  Most of these Josephs have life experiences and qualities
of character in common. They refuse to let external circumstances con-
trol their destinies and, regardless of the odds they face, they refuse to
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accept the label of victim.  Most have undergone a personal transfor-
mation, after which they dedicated themselves to helping others in sim-
ilar circumstances achieve productive, fruitful lives. 

Through personal outreach, these community healers address the
spiritual and moral atrophy of our civil society at its root, and their
impact goes far beyond that of conventional remedies of professional
therapy and economic assistance.  Many effective grassroots approach-
es of personal and community revitalization are faith-based.  Even
those that are not rooted in a particular religion have a spiritual moti-
vation for their tireless, heartfelt commitment and their unwavering
confidence in the potential of every human being.

The power of today's Josephs is evidenced by the undeniable trans-
formations that have taken place in the lives of the people they have
served.  They may not have degrees and certifications on their walls,
but they do have the powerful, uncontestable testimonies of people
whose lives have been salvaged through their work.  This impact must
be appreciated even by observers who may be skeptical about a faith-
based approach.

We have only to look at the comparative success rates of faith-
based intervention and conventional therapeutic programs to appreciate
what today's Josephs have to offer.  Many faith-based substance-abuse
initiatives, for example, have success rates as high as 70 and 80 percent,
while the success rates of most secular therapeutic programs hover in
the single digits.  A comparison of recidivism rates of the two different
approaches would reveal an even greater gap.  This is due not only to a
difference in the approach that is used but also to a fundamental differ-
ence in the goals of each.

The goal of most conventional programs for substance abuse and
violence intervention is termed “rehabilitation.”  At best, the rehabilita-
tion produced by these programs amounts to no more than simply
restoring a client back to the state he was in before he exhibited social
deviance.  But there is no reason to expect that, if an individual in that
state was previously susceptible to the temptations of drugs or alcohol,
he would not be susceptible again when he is returned to that state.
Statistics show that when these rehabilitated individuals re-enter their
dysfunctional environments they are likely to return to old patterns 
of behavior.

In contrast with psychological therapy and treatment that relies on
medication, the goal of grassroots programs is not rehabilitation but
“transformation.”  These programs, the majority of which are faith-
based, do not seek simply to modify behavior but to engender a change
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in the values and vision of the people enrolled to affect behavior.
Unlike the volatile effects of behavior modification, the impact of a
transformation lasts a lifetime.  The neighborhood-based programs that
inspire transformation do not simply curb deviant behavior but offer
something more — a fulfilling life that eclipses the power of tempta-
tion.  When transformed individuals re-enter their old environments,
most do not become recidivists, and many have had the power to
change those environments.

Faith-based grassroots leaders have also forged solutions to youth
violence, even against the greatest odds in inner-city areas where the
epidemic of violence has taken its greatest toll.  In communities once
riddled with violence, drug dealing, and desolation, young people
whose lives have been reclaimed now function as antibodies against the
disease. Incarceration did not change these young people, nor did ther-
apy or any change in their environment.  These youths were not dis-
armed by having their guns taken away. They achieved a state of disar-
mament when they no longer had the desire to use guns. Their trans-
formation was internal, on the level of heart and spirit.  

Those young people responded to the sincere, consistent outreach
of God-centered men and women in their neighborhoods, who had faith
in their potential and a conviction in the principles and values that could
guide them to fulfill that potential.  These “character coaches” and
“moral tutors” took on a role that was beyond that of a mentor or a ther-
apist.  They engaged in a process of re-parenting the youths, providing
long-term, unwavering commitment that broke down walls of tough-
ness, resentment, and distrust, awakening dreams and stirring a revital-
ization of the spirit.  Through this process, young people who were
once agents of destruction emerged as ambassadors of peace, ready and
willing to take the risks and make the investment to reach out to 
other youths.

How Grassroots Neighborhood Leaders Benefit Business

Now, perhaps as never before, community leaders who have engen-
dered transformations in their communities offer much that is of value
to the business and corporate arena.  Today, the landscape has changed
dramatically and the needs of business have shifted.  Currently, much
of our economy is linked to human services, information, and commu-
nications industries. Businesses need workers who are capable of
retraining every seven years and are equipped with both the skills and
attitude needed to perform complex functions.  At the same time,
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throughout the past three decades, poverty has had a powerful impact
on low-income neighborhoods, where a culture of dependency has
undermined the values of responsibility and reliability that are the back-
bone of a work force. 

A Source of Work-Ready Employees

Many businesses today confront problems regarding human resources.
Employers cannot obtain the quality of people they need in order to
operate successfully. The issue isn’t training. The problem is getting
enough people for entry-level jobs who have work-ready attitudes and
values.  As the vice president of a telecommunications company wrote
in the Wall Street Journal:

“It’s not trained people that businesses need: it’s dependable,
hard workers. Just give me an unskilled but dependable person
of character, and I’ll take care of the rest.  I can train a person
to disassemble a phone. I can’t train her not to get a bad atti-
tude when she discovers that she’s expected to come to work
every day when the rest of us are here.  I can train a worker to
properly handle a PC board. I can’t train him to show up sober
or respect authority.”    

A base of loyal, honest, enthusiastic workers is what businesses
desperately need because these qualities directly affect the quality of
their services and products.  Importantly, these qualities are all charac-
teristics of men and women who have undergone personal transforma-
tions through the guidance of a grassroots Joseph.  A by-product of
reclaiming lives is the creation of a reliable work force.

In addition to identifying prospective employees, neighborhood
leaders could also attract customers for businesses. On the foundation
of trust and mutual benefit, grassroots organizations could also educate
residents of their neighborhoods about the value of products and 
services provided by various companies, opening a viable, but
untapped, market.

Opening New Markets for Business

Security is another concern of companies that provide services in inner-
city districts.  The business expenses of Bell Atlantic, for example,
escalated when a union contract required that they send a security guard
with each repair crew going into inner-city areas.  If graduates of neigh-
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borhood-based programs were hired to repair and wire phones in their
communities, they would be their own security force.  The respect and
reputation that these individuals had established previously on the
streets would remain with them when they entered the work force.  
It is unlikely that their trucks would be vandalized or that they 
would be robbed while they were performing repair work in their own
neighborhoods.  

Plans are currently underway to apply this paradigm to meet the
needs of an inner-city neighborhood in Washington, D.C., for taxi serv-
ice.  Young men who are participants in a violence-free zone initiative
in their community will participate in a “taxicab apprenticeship” pro-
gram.  Youths who receive training and qualify for this position will
ride with cab drivers serving their neighborhood.  These young ambas-
sadors for peace will wear distinctive uniforms identifying them with
the peace initiative. The program will have multiple benefits.  It will
give cab drivers an enhanced sense of security and enable them to serv-
ice underserved areas, to the residents’ benefit. In addition, the appren-
tices will gain on-the-job training from experienced cabbies, preparing
them to become taxicab owners. 

Many corporations are also stymied when it comes to approaching
inner-city communities.  For example, in these areas, banks and insur-
ance companies have difficulty making the same kind of character
judgments that they make every day in middle- and upper-income
areas.  They don’t know how to determine who should get a loan or
who should be insured, and, consequently, they have made their deci-
sions not on how people live but where people live.  Because they
established policies based on broad generalizations of the residents of
low-income areas, they have been charged with redlining. Regulations
now require insurance companies to insure in high-risk locations.

With the help of grassroots leaders who have a personal knowledge
of their neighborhoods, banks and insurance companies would be able
to make reliable character judgments. The Josephs of these neighbor-
hoods could guide them to identify islands of excellence and areas of
competence within inner-city communities.  The companies then would
be able to do business in low-income communities.

A Partnership for Progress

In a sense, business leaders of today are in the role of modern-day
“pharaohs.”  They need not embrace the faith or spiritual orientation of
our nation’s Josephs in order to appreciate and benefit from the practi-
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cal impact of their efforts.  Today’s pharaohs and Josephs should estab-
lish partnerships simply because it is good business.  

One aspect of such a partnership would be to promote economic
development in low-income areas.  Through an alliance with grassroots
leaders and organizations, business leaders could become involved in
profitable efforts to stimulate entrepreneurship and revive once-active
but now desolate inner-city business districts. 

America’s Josephs are healing agents and neighborhood antibodies.
If businesses, even if motivated by their own interests, can join forces
with them, providing financial support and technical assistance, there is
the potential to create an entire immune system that will protect and
preserve the health of our society.

The proper relationship between today’s pharaohs and Josephs
must go beyond the concepts of charity and compassion because both
of these terms connote a one-way avenue from a gift giver to a receiv-
er.  In truth, the Josephs of today have something to give society that is
far more valuable than anything they receive.  In an era of spiritual
hunger and moral disarray, today’s Josephs are a source of both spiritu-
al and economic renewal that will have an impact far beyond the
boundaries of their neighborhoods.

Robert L. Woodson, Sr., is Founder and President of the National
Center for Neighborhood Enterprise, a nonprofit research and demon-
stration  organization created in 1981 to support grassroots initiatives
addressing societal problems such as family dissolution, youth vio-
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help and empowerment, Woodson is frequently featured as a social
commentator in the print and on-air media.  Among the many awards
he has received is the prestigious John D. and Catherine T. MacArthur
Fellowship. His publications include Youth Crime and Urban Policy, A
View From the Inner City (1981), On the Road to Economic Freedom:
An Agenda for Black Progress (1987), A Summons to Life, Mediating
Structures and the Prevention of Youth Crime (1988), and, most recent-
ly, The Triumphs of Joseph: How Today’s Community Healers Are
Reviving Our Streets and Neighborhoods (1998). Woodson received a
B.S. from Cheyney University and an M.S.W. from the University 
of Pennsylvania.
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A N D CO M M U N I T Y DE V E L O P M E N T:
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Lynn Elaine Browne
Executive Vice President and Director of Research,
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Access to credit and financial services is generally seen as critical to the
economic success of both individuals and communities, but such access
is far from universal.  Barriers to credit and services limit the economic
opportunities available to low-income and minority individuals and com-
munities. Over the years, various public- and private-sector programs
have tried to break down these barriers. However, the success, and even
the appropriateness, of many of these efforts remain contentious.  Some
of this contention reflects philosophical differences. But much is due to
the absence of quantifiable results and careful analysis. Moreover, where
programs have undergone rigorous scrutiny, the findings may be known
only to a relatively small circle of researchers. This lack of solid infor-
mation allows even parties who agree on objectives to engage in pro-
longed and frustrating debates about whether programs have had any
impact and the magnitude of the associated costs and benefits.

To help rectify this lack, the Community Affairs Officers of the
Federal Reserve System are sponsoring a series of research conferences.
The goal of these conferences is to encourage more – and more careful –
analysis of how financial institutions affect the economic well-being of
communities and individuals and to draw attention to the research that is
already being undertaken. The first of these conferences, Business Access
to Capital and Credit, took place in 1999.  The second, Changing
Financial Markets and Community Development, was held in the spring
of 2001; the dominant issues were the effectiveness of the Community
Reinvestment Act (CRA) and the implications of several recent financial
sector developments for low- and moderate-income individuals 
and communities. 

This conference volume includes the shorter, less technical papers
presented at the conference, discussants’ comments, keynote addresses,
and executive summaries of the longer, more academic conference
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papers. Most of the longer papers will appear in professional journals;
until that time, they may be viewed on the CEDRIC web site offered by
the Federal Reserve Bank of Chicago (www.chicagofed.org/cedric/). 

A major conclusion of the conference was that the CRAdoes appear
to have increased bank lending to low- and moderate-income borrowers
and communities, at least in the 1990s; and for the most part, this CRA-
lending has been profitable or has at least broken even. Evidence was
presented suggesting that working with community development organ-
izations may facilitate CRA-related lending.

The success of the CRA notwithstanding, nonbank financial institu-
tions have made inroads in serving low- and moderate-income popula-
tions. The conference highlighted recent studies of the use of financial
services by people who do not have bank accounts. One implication of
this work is that efforts to encourage the “unbanked” to use banks should
emphasize the value of establishing a pattern of saving and the long-term
benefits of a relationship with a traditional financial institution, and not
the low cost of basic banking services. Banks may not be the lowest-cost
providers of the services most valued by those presently “unbanked.”

The importance of helping low- and moderate-income individuals to
accumulate assets was a recurring theme in the conference. Assets pro-
vide a cushion against economic vicissitudes and a foundation for climb-
ing out of poverty. Research presented at the conference indicates that
the poor can indeed save under the right circumstances.

Another thread weaving through the program was the tension
between ensuring that low- and moderate-income individuals have
access to credit and protecting them from exploitation. Predatory lending
is broadly condemned. Yet efforts to curb predatory lending can limit the
availability of credit to individuals whose risk profiles make them ineli-
gible for traditional loan products from depository institutions. An
intriguing suggestion advanced at the conference was that the concept of
“suitability,” which has been used to curb abuses in the securities indus-
try, could be applied to lending and that making unsuitable loans could
be the basis for legal action leading to loan forgiveness and damages. 

Following is a brief review of the papers presented in each of the con-
ference sessions.

The Unbanked and the Alternative Financial Sector

Two major studies of the use of financial services by individuals lacking
bank  accounts were presented at the conference. Constance Dunham
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reported on a survey of the unbanked in New York and Los Angeles con-
ducted by the Office of the Comptroller of the Currency. Sherrie Rhine
reported on work (in conjunction with co-authors) on the use of check-
cashing outlets in the Chicago area. John Caskey, who has done much
pioneering research on the unbanked and the institutions serving 
them, presented a proposal for encouraging the unbanked to join the
financial mainstream. 

In general, the unbanked have lower incomes than those who have
bank accounts. They are more likely to be women, African-American,
and Hispanic and to live in low-income and minority areas. They are less
likely to work; they tend to be younger.

For many of the unbanked, expenditures on financial services are
minor. Checks can frequently be cashed free of charge at issuing banks.
For services imposing a charge on the unbanked, banks are not always
the lowest-cost source. Bank fees for money orders, a convenient way of
remitting funds to other countries, tend to be high. And while a checking
account can be a lower-cost way of making payments than money orders
and bill payment services, fees for occasional bounced checks can wipe
out any cost advantage.

A bank savings account, however, is a safe and convenient vehicle
for people of limited means to accumulate assets. Thus, attempts to bring
the unbanked into the financial mainstream might be more effective if
they emphasized the benefits of savings accounts rather than the more
questionable cost advantages of checking accounts. Caskey presented a
proposal whereby banks actively reach out to the unbanked by offering a
package of services tailored to meet their needs. The centerpiece would
be a “Christmas Club” saving account, but other services such as check-
cashing and money orders would also be available. The goal would be to
assist the currently unbanked in building savings and, ultimately, estab-
lishing a credit history and a greater comfort level in dealing with main-
stream financial institutions.

New Industry Developments

Credit scoring, predatory lending, and community development venture
capital funds were addressed in the session on new industry develop-
ments. None of these is truly a new development, but all grew in impor-
tance in the 1990s.

Credit scoring, which has long been used to assess creditworthiness
for consumer credit, is increasingly being used in mortgage and small
business lending decisions, according to Cary Collins , Keith Harvey,
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and Peter Nigro. While credit scoring may permit lower cost, faster, and
more objective decision-making, some believe that credit scoring 
models understate the creditworthiness of nontraditional borrowers by
omitting indicators, such as utility bill records, that are particularly
indicative of this group’s ability to service debt. Collins and his co-
authors focused on customized credit-scoring models, which combine
credit bureau information with information from the borrowers’ loan
applications and are validated using the lending institution’s pool of
approved applicants. They found that certain variables included in these
models may disadvantage low- and moderate-income borrowers relative
to the outcomes obtained from either a more judgmental approach or a
strict application of a generic credit bureau scoring model. They urge
banks to be sure that variables in their customized models that adversely
affect lower-income groups do, indeed, relate strongly to loan perform-
ance, and to consider whether other variables might be equally predictive
but affect these groups less negatively.

Increased lending to low-income and minority borrowers has been
accompanied by increased concern about predatory or abusive lending.
Predatory lending has been hard to address, in part because it has been
hard to define. Kathleen Engel and Patricia McCoy have provided a
definition based on six broadly defined problems, including violating
common underwriting norms to borrowers’ detriment and requiring bor-
rowers to waive legal redress. They discussed how securitization has
increased the incentives to engage in predatory lending. Key elements of
their argument are the entry into the mortgage market of thinly capital-
ized lenders and reduced incentives to evaluate creditworthiness careful-
ly. Rising property values in low-income and minority neighborhoods are
also a factor. The authors reviewed the various remedies to predatory
lending that have been proposed and found them generally inadequate.
They recommend the adoption of a suitability approach similar to that
employed by the Securities and Exchange Commission to combat high-
pressure telephone sales of securities. Under this approach, lenders and
brokers would be prohibited from making subprime loans that exceed
borrowers’ risk thresholds, from steering borrowers who qualify for
prime loans to subprime lending subsidiaries, and from requiring bor-
rowers to agree to mandatory arbitration. Suitability would be enforced
by private action in the courts and by federal agency intervention.

Community development venture capital funds (CDVCs) make
equity and near-equity investments in small businesses, with the goals of
creating good jobs and fostering community economic development.
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Julia Sass Rubin provided a detailed description of the structure and
functioning of these entities. An assessment of their success is not yet
possible because so many CDVCs are very young. Although their origins
date back to the 1960s, the formation of a trade association in 1994
spurred their expansion. 

Wealth Creation

As Mark Schreiner and his co-authors pointed out, the accumulation of
assets, financial, human, or social, is essential if low-income households
are to improve their  economic situation. As noted above in discussing
the unbanked, perhaps the greatest benefit of a banking relationship is a
convenient vehicle for accumulating savings. However, some doubt
whether the poor, whose resources are limited relative to their needs, are
capable of saving. Schreiner reported on an experimental program
designed to address this and related questions by offering low-income
participants the opportunity to build assets through Individual
Development Accounts (IDAs). The American Dream Demonstration
matches the savings of participants in the program at roughly a 2:1 rate
if participants use these savings for buying a home, post-secondary edu-
cation, or self-employment. The results indicate that the poor can save.
Participants made relatively regular deposits and succeeded in accumu-
lating savings; some were able to take advantage of the match. Within the
group, the level of saving was not linked to income; the very poorest
actually saved larger shares of their income than the less poor.

The other papers in this session looked at asset-building from a busi-
ness perspective. A number of institutions have been formed in recent
years to finance business activity in low-income and minority areas.
Timothy Bates argued that the experience of Minority Enterprise Small
Business Investment Companies (MESBICs), which have existed for
roughly 30 years, offers useful lessons for these newer organizations.
Most MESBICs failed. Successful MESBICs have tended to be asset-
based lenders or, less frequently, venture capital firms that have focused
on larger minority-owned companies with growth potential. Bluntly, suc-
cessful MESBICs are hard-nosed. Bates cautioned against investment
strategies oriented to small equity investments and working capital loans;
administrative costs and risk of loss are high.

Brian Uzzi explored the role of social attachments in the lending
relationship. He argued that social interactions between banker and
entrepreneur result in greater trust and cooperation, reducing the need for
formal governance arrangements and facilitating information flows. His
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statistical analysis suggests that such relationships can lead to tangible
benefits for firms in the form of lower interest rates and collateral
requirements. For minority and women entrepreneurs, establishing such
social links may be challenging, as loan officers are predominantly
White men.

Evaluation of the Community Reinvestment Act

The Community Reinvestment Act requires that banks and other depos-
itory institutions help meet the credit needs of their local communities,
including low-income neighborhoods, and that the federal supervisory
agencies consider an institution’s CRA record in approving merger and
other applications. Although the CRAwas enacted in 1977,  a confluence
of forces caused lenders to take their obligations under the CRA more
seriously in the 1990s.

The CRA is controversial. Some observers see it as successful social
policy, having increased access to credit for large numbers of low-
income and minority households at modest cost. Others see it as an unfair
tax on banks and other depository institutions, forcing them to make
uneconomic loans or to devote substantial effort to documenting activi-
ties they would have done anyway. Despite the strong feelings it arous-
es, the CRAhas been relatively little studied. Views of its success and the
costs it imposes are heavily impressionistic. Two papers presented at the
conference help to remedy this deficiency.

Eric Belsky reported on work he has undertaken with several co-
authors comparing the lending behavior of institutions subject to the
CRA with that of institutions not under CRA’s jurisdiction. For the peri-
od from 1993 to 1999, they found that home purchase loans to low- and
moderate-income borrowers and areas (LMI loans) grew faster for CRA-
covered institutions than for institutions not covered by the CRA. In
addition, regression analysis indicated that the fraction of LMI loans
made by CRA-covered institutions in 180 metropolitan areas was posi-
tively affected by variables representing regulatory pressures arising
from the CRA. Taken together, these results suggest that the CRA did
encourage institutions under its jurisdiction to increase lending to low-
and moderate-income individuals and areas more than they would other-
wise. The authors cautioned that it is less clear that overall LMI lending
increased, as the gains of the CRA-institutions could have been at the
expense of lending by non-CRAinstitutions. It is also possible that CRA-
induced competition encouraged non-CRA institutions to expand their
LMI lending as well.
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If the CRA has caused institutions to increase their LMI lending,
why did they not do so before?  Many supporters of the CRAbelieve that
lack of information and cultural barriers caused banks to ignore prof-
itable opportunities available in serving low- and moderate-income
areas. The pressure of the CRA forced banks to surmount these barriers.
Opponents believe that the CRAlending is not profitable. Such concerns
led the Congress, as part of the sweeping banking reforms in 1999, to
direct the Federal Reserve Board to conduct a survey of the profitability
of CRA lending. 

The results of this survey, presented by Bob Avery (representing
several co-authors), suggest that much CRA lending has been profitable
or has at least broken even. Some institutions have had losses on some
loan products, although institutions with both losing and profitable prod-
ucts are common. Home purchase lending is more likely to be associat-
ed with losses than other products; community development lending has
generally been profitable.

On balance, these two papers suggest that the CRA has increased
lending to low- and moderate-income borrowers and areas and that
much, but not all, of this lending has been profitable.

Papers by Thomas Holyo ke and by Jim Campen and To m
Callahan explored the role of community organizations in CRAlending.
Holyoke looked at the role of political activism and capacity in encour-
aging lending by the CRA-covered institutions in different parts of the
District of Columbia. Using voter turnout to measure activism, he found
little effect. However, the number of nonprofit organizations that are
focused on economic development or financial stability was positively
associated with higher volumes of some types of loans.  A possible inter-
pretation is that the presence of community development corporations
and related organizations may facilitate lending and, to the degree that it
signifies a neighborhood commitment to economic development, may
reduce the likelihood of default.

Campen and Callahan’s paper focused on a mortgage program
developed in Boston to make homeownership possible for households of
very modest means. A combination of below-market interest rates and a
variety of public subsidies significantly reduces monthly payments to
participants in this program. Education classes for those who have
bought homes through the program and careful monitoring of loan per-
formance have resulted in very low delinquency rates. The authors hope
that others will follow this model; but in sharing their experience, they
also showed the critical role played by community organizations. It took
a great deal of advocacy, negotiation, and persistence to bring this pro-
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gram about. However, the benefits accumulate. The partnerships formed
in developing this program have sponsored other initiatives. 

Among the reasons for greater attention to the CRA in the 1990s
were public disclosure of banks’ CRAratings and the availability of data
on banks’ approval and denial of mortgage loans. With more public
information came more public pressure. In 1995 new CRA regulations
were established requiring the reporting of geographic data on small
business lending. Katherine Samolyk and Christopher Richardson
have used this information to analyze how bank consolidation has affect-
ed small business lending. Their results suggest that merger activity,
whether involving the bank itself or its holding company, had a negative
effect on small business lending, including lending specifically targeted
under CRA regulations. These patterns were strongly driven by changes
in commercial lending overall, however, and their strength varied by
time period.

Discussion

The Federal Reserve System’s second Community Affairs research con-
ference highlighted some interesting and provocative papers on issues of
importance to the nation’s low- and moderate-income communities.
Research on the Community Reinvestment Act suggested that banks
have increased their lending to low- and moderate-income borrowers and
areas and that much of this lending is profitable or at least breaks even.
Community organizations can be useful to banks in developing CRA-
lending programs. Several papers stressed the role of banks as vehicles
for saving as well as sources of credit. Helping the poor build assets is
critically important. The conference also struck a cautionary note:
increased access to credit can mean increased vulnerability to 
abusive lending.  

The conference also provided a forum for  policymakers, bankers,
representatives of community organizations, and researchers to exchange
views and learn from one another. The constructive tone of the discus-
sions and the high level of interest seemed to validate the premise under-
lying this conference series – that more solid information and careful
analysis are needed in order to design policies and programs that will
bring everyone into the financial and economic mainstream.

Lynn Browne is Executive Vice President and Director of Research of the
Federal Reserve Bank of Boston. In this capacity, she oversees the oper-
ations of the Bank’s Research Department, as well as the Public and
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Low-income Americans use a variety of financial services to meet such
routine financial needs as receiving income, converting income checks
to cash, paying bills, sending funds elsewhere, borrowing, and building
savings.  Many use services from the same banking institutions that
most middle-income Americans use: banks, thrift institutions, and cred-
it unions.  However, many others operate outside the banking system.
They obtain their financial services from nonbanking institutions, such
as check-cashing outlets, post office branches, corner stores, or super-
markets.  Still others manage to carry out their daily activities without
obtaining financial services at all, and operate largely within a 
cash economy.

Many bankers, analysts, and policy makers speculate about why the
“unbanked,” those who do not have a bank account, do not participate
in the banking system.1 To date, it has been difficult to provide defini-
tive answers when so little is known about their financial needs, the
financial institutions and services they use, or how well their needs are
being met.  As a result, a critical policy question — to what extent do
the unbanked choose freely not to have a bank account, and to what
extent do they face barriers to banking — remains largely unanswered.

To understand better the answers to these questions, the Office of
the Comptroller of the Currency (OCC) sponsored a survey of individ-
uals living in low- and moderate-income neighborhoods of two major
urban areas: Los Angeles County and New York City. The 1998-99
Survey of Financial Activities and Attitudes collected detailed informa-
tion on the financial activities and attitudes of over 2,000 randomly

The views expressed in this paper are those of the author and do not necessarily reflect those
of the Office of the Comptroller of the Currency or the Department of the Treasury. Please
address any correspondence to Constance R.Dunham, Senior Financial Economist, Economic
and Policy Analysis Department,Office of the Comptroller of the Currency, 250 E Street, S.W.,
Washington, D.C.20219  (phone: 202-874-4793; email:constance.dunham@occ.treas.gov).
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selected individuals.  Through statistical inference, their answers repre-
sent the experience of 2.6 million individuals living in the low- and
moderate-income neighborhoods of these two major urban areas.2

The major objectives of this survey, as well as a summary of the
survey design, are introduced in the Survey of Financial Activities and
Attitudes section of this paper. The next section, The Survey Population
provides background information on the survey population.  

Financial Services and Sources provides information on the finan-
cial activities carried out by the survey population, with particular
attention to unbanked individuals.  It provides information on the serv-
ices and institutions they used to receive their income and convert it to
cash, pay bills, and hold savings.  The survey data show that check
cashing and money order purchases were prominent financial activities
of the unbanked, and that check cashing outlets were market leaders in
providing these services in the areas surveyed. The survey data also
show that relatively few of the unbanked in the survey population held
any savings at all, and that even fewer added regularly to their savings.  

Financial Costs Incurred by the Unbanked examines the financial
costs of two key financial activities of the unbanked, check cashing and
money order purchases.  It shows that many unbanked individuals paid
relatively little for these services.  This information on the financial
activities of the unbanked and the financial costs they incurred supports
two important conclusions:  

● On the issue of equity, the low financial costs incurred by most 
unbanked individuals indicates that many may operate outside
the banking system in order to economize, and not necessarily
because they face barriers to having a bank account.  However, a
more definitive answer will require also examining the survey data
on nonfinancial costs and the attitudes of the unbanked toward
bank and nonbank services. 

● The low financial costs incurred by most unbanked individuals 
also implies that banks may find it difficult to compete with non-
banks in this market.  A more definitive answer will require
examination of the survey data on the attitudes of the unbanked
toward bank and nonbank services, as well as information (which
cannot be answered by survey data) on the extent to which hav-
ing a bank account helps the currently-unbanked to save.
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Survey of Financial Activities and Attitudes

Purposes of the Survey

Early in the development of the survey, the OCC convened a forum of
experts who discussed innovative ways of providing financial services
to unbanked individuals.3 Forum participants included representatives
of banks, technology providers, check-cashing outlets, bill-payment
firms, and consumer organizations, as well as financial sector consult-
ants, academic experts, and policy makers. Among other things, the dis-
cussions revealed that survey information on the unbanked would be
useful to many, that surprisingly few surveys on this population had
been conducted, and that few of those studies were publicly available.

Accordingly, the OCC sought to supplement the sparse information
then available on the unbanked population with a survey that was
intended to provide several public benefits. The Survey of Financial
Activities and Attitudes has generated new data on the financial activi-
ties of unbanked individuals living in low- and moderate-income com-
munities of two urban areas, the costs they incurred, and their attitudes
toward bank and nonbank providers of financial services.  The survey
also obtained similar information for individuals who lived in the same
communities, but who were “banked.” Knowing more about the char-
acteristics of unbanked individuals and the differences between them
and their banked neighbors should contribute to a better understanding
of why so many Americans are unbanked.  

The OCC hopes that the information generated by the survey will
reduce the uncertainty that banks face in considering how to serve this
potential market.  The information may help inform bank efforts to
design more appropriate products and more effective outreach methods,
in order to increase financial access in low- and moderate-income com-
munities. Public availability of the survey questionnaire and survey
methodology may also reduce costs of market research by the private
sector, which could further contribute to product development and out-
reach efforts.  

Survey Implementation

Interviews for the survey began in September 1998 and ended in March
1999.  Respondents in New York City and Los Angeles County were
adults (18 years and older) selected through a multistage stratified ran-
dom sample design.  About half of the 2,006 interviews were conduct-
ed by telephone and half in person. Interviewers conducted approxi-
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mately three-fourths of the interviews in English and about one-fourth
in Spanish. Of all eligible respondents, 73 percent completed the 
interview, a response rate that strengthens the credibility of the 
survey results.  

Several factors posed challenges to the development of a survey
design that would achieve both good coverage and a high response
rate.4 These included characteristics of the survey’s target population,
the sensitive topic addressed by the survey (i.e., personal financial mat-
ters), and the paucity of prior research on the topic.  Characteristics of
the target population that were considered in developing the survey
design include relatively high rates of a primary language other than
English, relatively low rates of telephone service, and varying levels 
of literacy.

The Survey Population

The survey was conducted in census tracts with median household
incomes less than 80 percent of the median household income of the
metropolitan area.  (In 1997, the median household income was approx-
imately $33,000 in New York City and $35,000 in Los Angeles.)  Sixty-
five percent of the survey population in New York City had household
incomes under $30,000, compared with 48 percent of the survey popu-
lation in Los Angeles County.

The sample of 2,006 randomly-chosen adults represents a survey
population of 2.6 million individuals, of which 985,000 (37 percent)
were unbanked. In addition to the unbanked, tens of thousands of indi-
viduals were “banked,” but nevertheless routinely obtained financial
services from nonbanks.  They, too, represent a potential demand for
additional services, and another opportunity for banks seeking to meet
local financial needs.  

Figure 1 shows that individuals with lower household incomes
were more likely to be unbanked. Only 12 percent of high-income indi-
viduals (those with household incomes exceeding $45,000) were
unbanked.  In contrast, 68 percent of low-income individuals (those
with household incomes of $15,000 or less) were unbanked.  For them,
being unbanked was typical rather than the exception.5

Figure 2 compares the survey population and the U.S. adult popu-
lation.  It shows that the survey population was younger than the U.S.
population, had less education, and contained higher percentages of
both minorities and immigrants.  The survey population and the U.S.
population were similar in the portion not working and in the ratio of
females to males.
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Characteristics of the Banked and Unbanked

Figure 3 compares the banked and the unbanked portions of the survey
population.  It shows that compared to the banked, a much higher per-
centage of unbanked do not work. On average, the unbanked are much
less educated, with fewer than half holding a high school diploma, and
are younger than the banked.  The unbanked in the two urban areas sur-
veyed are more likely than the banked to be foreign born and more like-
ly to be Hispanic (but less likely to be non-Hispanic Blacks or Whites).
On average, the unbanked have lower household incomes than the
banked, and are more likely to receive government means-tested bene-
fits such as welfare, Supplemental Security Income (SSI), Women,
Infants, and Children (WIC) nutrition program payments, and 
Food Stamps. 

Financial Services and Sources 

Bank accounts provide three key functions: a way for people to 
receive their income and convert it to cash, a way to make payments,
and a way to store savings.  This section describes how people in low-
income communities, both banked and unbanked, carried out these
three functions.  

Receiving Income and Converting It to Cash

Figure 4 shows that the great majority of the banked who received
income (93 percent) did so either by check or by direct deposit (where
their payment was deposited electronically and automatically to a bank
account). Most banked individuals in the survey population used their
bank account to receive income, either through direct deposit or by
depositing their check. 

For the unbanked, the most common way of receiving income was
by check (Figure 4).  None of the unbanked received income through
direct deposit, but 19 percent received income by electronic benefits
transfer, where their payment was sent electronically and automatically
to a check cashing outlet or other nonbank.  Income recipients then
travelled to the nonbank, where they were presented with a paper
check, which they could cash there or elsewhere.6 Thus, 78 percent of
the unbanked with income payments — both those who were sent a
check (59 percent) and those who claimed their check at a nonbank (19
percent) — then had to convert their income checks to cash, usually 
for a fee.

Constance R. Dunham
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Among the unbanked, a surprisingly large 19 percent received pri-
marily cash income.  They, plus the 14 percent of the unbanked who
received no income and the 8 percent who signed their checks over to
other individuals, meant that fully 41 percent of the unbanked in the
survey population did not obtain financial services from an institution
for receiving or converting income (Figure 6). This substantial portion
of the unbanked also incurred no financial costs from check cashing or
other services for the receipt and conversion of income.

Income Conversion Services

As noted earlier, about half of the banked who received income pay-
ments received them primarily by check. Of these, 82 percent typically
deposited their checks to their bank account (either all or in part), and
15 percent primarily cashed their checks.  Most of the banked used their
bank accounts to convert their income to cash or other negotiable
media, either through cash withdrawals, automated payments, or by
writing personal checks.  Only a small portion of the banked (7.5 per-
cent) used check cashing services to convert their income payments 
to cash.

In contrast, among the unbanked who received income, the great
majority (78 percent) received income checks (either provided directly
to them or sent electronically to a nonbank).  The great majority of them
(88 percent) then cashed their checks. As Figure 6 shows, check cash-
ing services were used by 59 percent of the entire unbanked survey
population.  Unlike the banked, check cashing services figured promi-
nently among the financial activities of unbanked individuals.  Where
did they obtain check-cashing services?      

Sources of Check-Cashing Services

Most of the unbanked who cashed their checks primarily used the serv-
ices of check-cashing outlets (71 percent), as shown in Figure 5.
Despite the check cashing signs seen in stores throughout low-income
communities, only five percent of the unbanked primarily cashed their
checks at supermarkets or other stores.

Instead, banks were the second most important source of check-
cashing services for the unbanked. Among the unbanked who primari-
ly cashed checks, 23 percent did so at a bank.  One clue as to why so
many unbanked individuals cashed their checks at a bank is provided in
the section that follows, Financial Costs Incurred by the Unbanked,
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which shows that most who cashed their checks at banks did so at little
or no cost.  Most likely, the unbanked presented their checks at the bank
of issue, which often cashed these checks at little or no cost to the check
recipient.7 (Instead, the bank of issue is paid by the companies or gov-
ernment agencies that contract with them to issue the payroll or benefit
checks.)  The substantial numbers of unbanked individuals who cashed
their checks at a bank exemplify the efforts that many of them 
made to economize on financial costs in conducting their routine 
financial activities.8

Continuum in Bank and Nonbank Services

Most of the unbanked cashed their checks at a nonbank.  However,
many others obtained check cashing services at a bank.  

A substantial portion of the banked who cashed checks did so at a
nonbank, especially at a check cashing outlet.  Within this group, those
who had only savings accounts were more likely to obtain services
from a check cashing outlet (32 percent) than those with a checking
account  (21 percent). In contrast, checking account holders were more
likely to cash checks at a bank (69 percent) than were those who had
only a savings account (29 percent). 

Thus, the survey data show no sharp dichotomy of the banked using
only bank services and the unbanked using only nonbank services.
Rather, they show more of a continuum in the use of bank and nonbank
services.  Those who had only savings accounts often occupied a mid-
dle ground, with many using both bank and nonbank services.

Overview:  Income Receipt and Conversion Services

The percentages reported in the preceding figures were developed on
the basis of various subgroups of the survey population, such as the per-
centage of those who received income or the percentage of those who
cashed checks.  Figure 6 puts these numbers into perspective for the
various stages of income receipt and conversion, with percentages
developed on the basis of the entire unbanked survey population.  

Figure 6 shows that check-cashing outlets are the service providers
most commonly used by the unbanked to receive and convert their
income.  Yet, only 42 percent of the unbanked obtained check-cashing
services at a check cashing outlet. Thus, the costs incurred by the
unbanked to receive and convert income are not synonymous with fees
charged at check cashing outlets.  Many of the unbanked had no need
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for such services, and many others made deliberate effort, sometimes
requiring considerable resourcefulness, to seek out free or low-cost
check cashing services elsewhere. 

Making Payments

Bank accounts provide a second key function: a way to make payments
conveniently. This paper focuses on bill payments because they are
usually large in size and there are serious consequences for nonpay-
ment, such as eviction from one’s dwelling unit or cutoff of utility serv-
ices. Most of the unbanked (92 percent) reported paying regularly-
recurring payments such as utility bills (electric, gas, water, phone, or
cable TV), credit card or loan payments, or rent. This section describes
how people in low-income communities, both banked and unbanked,
paid their bills.  

Most banked individuals in the survey population paid bills prima-
rily with personal checks (Figure 7).  As might be expected, personal
check usage was much more common for checking account holders
than for those who had only a savings account (and who presumably
used the personal checks of others).  

Some of the banked paid bills with money orders or cash.  Very few
checking account holders used money orders or cash to pay bills, but
most of those who had only a savings account did so, with 50 percent
primarily using money orders and 29 percent primarily using cash.    

Most of the unbanked who paid bills primarily used money orders
(42 percent) or cash (41 percent).  A substantial portion of the unbanked
also used bill payer services (15 percent).  For a fee, their bills were
paid electronically at the check cashing outlets, supermarkets, and other
stores that offered these services. 

In summary, almost half of the unbanked did not use any kind of
financial service to pay bills (Figure 9).  Thirty-eight percent of the
unbanked paid bills primarily in cash and eight percent did not pay
bills.  Most of the 52 percent of the unbanked who did use financial
services paid bills with either money orders or through bill payer serv-
ices.  Where did the unbanked obtain these two services? 

Sources of Bill Payer Services and Money Orders

Figure 9 shows that the great majority of unbanked individuals who
paid bills through bill payer services used check cashing outlets, with
supermarkets and other stores a distant second.  The unbanked did not
obtain bill payer services from banks.
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The single most common financial instrument used by the
unbanked to pay bills were money orders.  Most unbanked individuals
purchased money orders from check-cashing outlets, but some bought
them at U.S. post office branches or at supermarkets or other stores.  

Only three percent of the unbanked reported buying even one
money order primarily from a bank in the prior year, and only 0.3 per-
cent of the unbanked bought money orders from a bank to pay bills and
other regularly-recurring payments.  This is rather surprising given the
large numbers of unbanked individuals who cash their checks at banks,
the fact that banks have the legal authority to offer money orders, and
that many banks do offer money orders.  

Overview: Paying Bills

The bill-paying activities of the survey population revealed a continu-
um of usage, rather than a strict dichotomy of “banked” and
“unbanked” activity. The banked used both bank and nonbank servic-
es, although most checking account holders used personal checks, and
most savings account holders used money orders and cash.

In the case of bill-paying, however, this continuum does not show
the same kind of symmetry as seen with income receipt and conversion
services, where many of the unbanked also used both bank and non-
bank services.  Many banks offer bill payer services and money orders,
but the unbanked rarely bought money orders from banks, and none
reported using bill payer services at banks.  While banks have the legal
authority to offer money orders and bill paying services, they apparent-
ly have not priced, designed, or marketed them in a way to attract many
unbanked (or banked) individuals in low-income communities.

The percentages reported in the preceding figures were developed
on the basis of various subgroups of the survey population, such as the
percentage of those who paid bills, or the percentage of those who paid
with money orders or bill payer services.  Figure 9 puts these numbers
into perspective for the various aspects of bill payment activity,
with percentages developed on the basis of the entire unbanked 
survey population. 

Store of Savings

Bank accounts provide a third key function: a way to store savings. This
section describes how people in low-income communities, both banked
and unbanked, stored their savings.
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Formal and Informal Savings Instruments

In order to capture information on how the unbanked saved, the survey
questionnaire defined savings in terms of a broad array of formal and
informal savings instruments.9

● Formal savings instruments included the respondent’s bank
account, another person’s bank account, money market funds,
other mutual funds, stocks, bonds, certificates of deposit, U.S.
government savings bonds, pension or retirement plans, tax-
deferred savings plans, thrift plans, or funds kept in a bank safe
deposit box.  

● Informal savings instruments included cash, uncashed checks
or money orders, gold, or jewelry that might be sold for cash,
investments in property or a business, funds lent to others at
interest, and contributions to a savings circle.  

Many informal methods of saving are convenient and entail little or
no cost.  While jewelry and gold must be sold before these savings can
be used, a number of jewelry stores and pawn shops in low-income
communities stand ready to buy or sell gold and jewelry, thereby
increasing their liquidity.  Still, many of these informal ways of saving
are vulnerable to loss or theft and generate no interest income.

Stock of Savings

Within the survey population, 78 percent of banked individuals held
savings, whereas only 30 percent of unbanked individuals held savings.
Among the banked who held savings, 94 percent held savings in formal
instruments, most commonly in their bank account.  The most common
informal method of saving used by the banked was investment in prop-
erty or a business.  

Among the unbanked who held savings, 40 percent held savings in
formal instruments, typically the bank account of another person.  Sixty
percent of the unbanked saved in informal ways.  The most common
informal method of saving used by the unbanked was to hold cash, 
jewelry, or gold.  

Flow of Savings

Figure 10 shows that saving regularly was a challenge, particularly for
unbanked individuals.  Among the banked, 51 percent added to their
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savings at least once a month, as compared with only 14 percent of
unbanked individuals.

In part, this difference may be due to the large difference in aver-
age income between banked and unbanked individuals (Figure 3).
Indeed, even among the banked, Figure 10 shows that higher-income
individuals were more likely to save regularly than lower-income indi-
viduals.  Yet, even when controlling for income, banked individuals
were more likely to save regularly than unbanked individuals with sim-
ilar household incomes (Figure 10).

Correlation and Causation

The survey data show that individuals with higher incomes and those
with a bank account are more likely to hold savings and save regularly.
Do these patterns mean that having a bank account improves an indi-
vidual’s ability to save?  The answer to this question has important
implications for government policy and for the design and pricing of
banking services that are attractive to unbanked individuals.
Unfortunately, survey data cannot answer this important question, since
the data show only correlations, not causation.  These correlations are 
consistent with several possible scenarios:

● For example, it is possible that having a bank account does not 
affect savings behavior. The correlations in Figure 10 might sim-
ply reflect the fact that those who have developed the habit of
saving, and who accumulate savings, are then motivated to open
a bank account in which to keep their savings.  Also, those with
higher incomes may be better able to save, after meeting their
basic needs, than can those with low incomes.  This scenario
would imply that better savings habits, or actions that raise
income, would be more likely to increase savings than would
efforts to improve the availability of bank accounts.  

● However, it is possible that having a bank account does increase 
saving, at least for some of the unbanked.  If so, there would be
real value in offering bank accounts that are designed and priced
in ways that attract the unbanked.  For example, the survey data
on savings suggest that lowering minimum opening balances
could make bank accounts more available to many of the
unbanked who do not have savings, and who could not otherwise
open an account.   
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Based on the first scenario, policy makers might focus on job train-
ing as a way to raise incomes and thereby increase savings.  Or they
might support school bank programs or public education messages that
encourage people to form good saving habits.   

Based on the second scenario, however, policy makers might focus
on increasing access to bank accounts, in order to increase savings.  A
well-designed bank account that helped the poor to gradually accumu-
late savings and get ahead, or even avoid falling behind, might con-
tribute significantly to financial and economic development in low- and
moderate-income communities.  

Random Assignment Experimental Studies

As noted earlier, survey data cannot reveal which of these two scenar-
ios (or others) better explains the patterns shown in Figure 10.  The
answer would require information from a different sort of study, one
that used techniques, such as random assignment experimental design,
to show whether or not a well-designed bank account can increase sav-
ing by the poor.10

In order for such a study to be effective, the experiment must fea-
ture a bank account that is designed to meet the needs of the currently-
unbanked.  The danger in conducting a random assignment experimen-
tal design with a poorly designed bank account is that if program par-
ticipants did not increase their savings (relative to the control group),
the study might falsely conclude that bank accounts do not help the
poor to accumulate savings. Thus, it is important in carrying out such a
study to provide a bank account with the price and nonprice features
that are attractive to currently unbanked individuals.  

Financial Costs Incurred by the Unbanked

The previous section presented information on how unbanked individ-
uals received and converted income, paid bills, and stored savings.
This section estimates the annual costs they incurred in carrying out the
first two functions.  Estimates of annual check cashing costs were
developed from answers supplied by unbanked respondents to survey
questions on the cost of the most recent check they cashed and the num-
ber of checks they typically cashed per month.  Estimates of annual
money order costs were developed from their answers to questions on
the cost of the most recent money order they purchased and the number
of money orders they typically purchased each month.11
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Check-Cashing Costs

Number of Checks

Among the unbanked who cashed income checks, the great majority
(97 percent) reported receiving four or fewer income checks per month.
Lower-income individuals, particularly government means-tested ben-
efit recipients, received fewer income checks per month than higher-
income individuals and non-benefit recipients.  

For example, those with household incomes of $15,000 or less
averaged 2.0 checks per month, while those with household incomes
over $30,000 averaged 3.0 checks per months. Among the unbanked
who cashed income checks, much of this difference is due to the fact
that most of those (67 percent) who receive means-tested government
benefits receive only one income check per month, while most of those
(85 percent) who do not receive such benefits receive more than one
income check per month. 

Costs Per Check Cashed

Most of the unbanked who cashed checks at a bank (81 percent) did so
at no cost, most likely because the bank was the bank of issue. Most of
the unbanked who cashed checks at a store (63 percent) also did so at
no cost, presumably as a result of the store’s marketing decision to
accommodate customers.

Relatively few of the unbanked who cashed checks at a check cash-
ing outlet (9 percent) did so at no cost.  Nevertheless, check-cashing
outlets were the most common source of check cashing services used
by the unbanked. Most unbanked individuals who used check cashing
outlets (82 percent) cashed their check for $5 or less, paying on aver-
age $3.38, or 1.1 percent of the face value of the check.12

Among unbanked individuals who cashed checks, low-income
individuals tended to pay higher costs per check than higher-income
individuals.  For example, those with household incomes of $15,000 or
less paid an average of  $3.08 per check (0.84 percent of the face value
of the check), while those with household incomes of more than
$30,000 paid an average of $2.40 per check (0.65 percent of the face
value).  Most of this difference was due to the fact that higher-income
unbanked individuals were more likely to cash checks at banks (37 per-
cent), usually at no cost, compared with only 11 percent of low-income
unbanked individuals.  
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Annual Costs of Check Cashing

Annual costs of check cashing for the unbanked were developed by
combining information on the number of checks cashed per year and
the cost per check cashed.  

The survey data show that 66 percent of the unbanked incurred no
costs of receiving or converting income.  Either they did not cash
income checks in the prior year (51 percent) or they cashed checks at
no cost (15 percent).  Thus, only 34 percent of the unbanked population
incurred any financial costs of check-cashing.  Of these, only 
33 percent incurred annual costs of $100 or more in check cashing
costs, and this group represented only 11 percent of the unbanked 
survey population.  

Among the unbanked with check-cashing expenses, high-income
unbanked individuals (with over $30,000 in household income) were
more likely to incur at least $100 in annual check-cashing costs than
were low-income individuals (with $15,000 or less in household
income).  Within this group, 48 percent of high-income individuals
incurred at least $100 in annual check-cashing costs, compared with
only 26 percent of low-income individuals. 

Check cashing outlets were the financial institutions most com-
monly used by the unbanked.  However, focusing on the prices charged
by check-cashing outlets could lead one to focus on the relatively high
prices that are paid by their customers, such as the $4.95 average cost
of cashing a check at check-cashing outlets in Los Angeles.  Such
prices can easily generate annual costs in excess of $100, especially for
higher-income individuals. However, focusing instead on the activities
of the unbanked survey population could lead one to focus on the fact
that two-thirds pay nothing in the way of check-cashing costs, and that
check cashing costs are less than $100 per year for two-thirds of those
who do incur such costs. 

Money Order Costs

Number of Money Orders

The great majority (92 percent) of those who purchased money orders
bought three or fewer money orders per month: on average 1.9 per
month. Low-income individuals bought fewer money orders each
month than did higher-income individuals.  For example, those with
household incomes of $15,000 or less bought an average of 1.4 money
orders per month, while those with household incomes of over $30,000
bought an average of 2.7 money orders per month. 
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Costs Per Money Order

Most providers charged about $1 per money order. Although they
charged somewhat higher-than-average costs per money order, check-
cashing outlets sold many more money orders than did the other
providers. Among unbanked individuals, 42 percent purchased money
orders from check-cashing outlets, 13 percent from U.S. post office
branches, and 9 percent from supermarkets and other stores.  As noted
earlier, very few of the unbanked purchased money orders from banks
(3 percent).  

Annual Money Order Costs

Fully 64 percent of the unbanked incurred at least some money order
costs during the year.  However, many bought money orders only occa-
sionally, so their annual costs were quite low.  Forty-six percent of the
unbanked incurred annual money order costs of less than $25, and only
17 percent incurred annual money order costs of $25 or more.  

Among the unbanked who did incur money order costs, high-
income individuals (those with over $30,000 in household income)
were more likely to incur at least $25 in annual money order costs than
were low-income individuals (those with $15,000 or less in household
income).  Within this group, 45 percent of high-income individuals
incurred at least $25 in annual money order costs, compared with only
17 percent of low-income individuals. 

Annual Financial Costs Incurred by the Unbanked

Within the unbanked survey population, 14 percent cashed checks but
did not purchase money orders, spending an average of $59 annually.
Thirty-two percent purchased money orders but did not cash checks,
spending an average of $19 annually. Another 35 percent cashed
checks and purchased money orders, spending an average of $105
annually. The remaining 19 percent obtained neither service, and
incurred no financial cost.  

Figure 11 shows the distribution of the annual costs of check cash-
ing and money orders that the unbanked incurred.  While most of the
unbanked (73 percent) incurred some costs, in most cases, these costs
were not high.  Only 17 percent of the unbanked survey population
(168,000) incurred annual costs of $100 or more from cashing checks
and purchasing money orders. 

The average annual cost incurred by unbanked individuals was
higher in Los Angeles than in New York City.13 For example, 21 percent
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of unbanked individuals in Los Angeles (88,000 individuals) incurred
annual costs of $100 or more for check cashing and money orders,
compared with only 14 percent of unbanked individuals in New York
City (78,000 individuals).  

Yet the costs incurred by the unbanked, even in Los Angeles, were
much lower than had been expected prior to the survey. Anecdotal evi-
dence had suggested that it was rather typical for the unbanked to incur
much higher costs for these two services.  Policy concerns over equity,
and concerns that barriers might be keeping the unbanked from open-
ing a bank account, were motivated by the assumption that most of the
unbanked were paying high costs for services from nonbanks.  

However, since the survey results described in this paper focus on
financial costs only, they do not preclude the possibility that at least
some of the unbanked face barriers to obtaining a bank account.
Certainly, they show that some unbanked individuals incur high costs
in conducting their routine financial activities, even though the great
majority of the unbanked incur low costs, or pay nothing at all.  In addi-
tion, it is quite possible that unbanked individuals may prefer to have a
bank account even though they now pay relatively little for nonbank
services.  A more definitive view as to whether the unbanked face bar-
riers to opening a bank account will first require an examination of the
survey data on nonfinancial costs and on the attitudes of the unbanked
toward bank and nonbank services.

Potential for Bank Competitiveness

What do the survey findings imply for banks that might hope to attract
the unbanked away from more expensive nonbank services to a less
expensive bank account?  

The first thing to consider is the price that a bank might reasonably
charge for a simple, low-cost, yet profitable transactions account.
Based on information on the low rate of savings by the unbanked dis-
cussed earlier, it seems reasonable to assume that most of those who are
now unbanked are unlikely to hold balances of any significance in a
bank account, at least initially.  Rather than relying on net earnings on
account balances, banks would have to rely primarily on fees to cover
the costs of providing the account plus earn a reasonable profit. It has
been estimated that a bank would require revenues of about $100 per
year for providing a simple transactions account.14

By using $100 as a rough starting point, only 17 percent of the
unbanked survey population would find such a bank account less
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expensive than what they now pay each year in check cashing and
money order fees.  On the basis of financial cost alone, therefore, banks
could expect to attract only a small portion of the unbanked to a bank
account.  This percent might expand to as many as 33 percent of the
unbanked, if adults living in the same dwelling unit pooled their
resources and opened a joint bank account.15 If the unbanked valued
some features of bank accounts that they could not obtain from non-
bank services, even more of the unbanked might open a bank account.
If a well-designed bank account did help the currently-unbanked save
more than they do now, then as their balances grew and banks relied
less on account fees to cover the costs of bank accounts, still more
unbanked individuals might open a bank account.    

Thus, depending on a number of factors in addition to financial
costs, a sizeable percentage of currently-unbanked individuals might be
attracted to a well-designed, low-cost, yet profitable bank account.

Summary and Conclusions

This initial analysis begins to answer some of the questions that were
set out as reasons for developing the Survey of Financial Activities 
and Attitudes.

Why So Many Individuals Are Unbanked 

The survey data presented in this paper focuses on financial activities
and financial costs.  As such, it cannot provide a complete answer to the
first question — why are there so many unbanked individuals? A com-
plete answer will first require additional analysis of the survey data on
respondent attitudes and on non-financial costs. 

How Unbanked Individuals Conduct Their Financial Activities

The survey data provide considerable information on how unbanked
individuals conduct their financial activities.  This paper focused on
how the unbanked received and converted income to a negotiable medi-
um, paid bills, and stored savings.  

An estimated 19 percent of unbanked individuals received income,
paid bills, and (may have) saved without using any financial services at
all.  Rather, they operated in a cash economy.

Most other unbanked individuals obtained one or more financial
services in order to cash checks, buy money orders, and/or use bill
payer services.  Most obtained these services from a nonbank, such as

Constance R. Dunham
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a check cashing outlet, although some unbanked individuals cashed
checks at a bank, most likely the bank of issue, where they paid little or
nothing for the service.  Almost none of the unbanked obtained money
orders or bill payer services from banks, even though they commonly
paid their bills in these ways, and even though banks are authorized to
offer these services and commonly do so.

The survey data show that most of the banked used their bank
account to receive and convert income (through direct deposit or check
deposits), pay bills (through personal checks), and store savings (in the
bank account).  However, a significant portion of the banked, particu-
larly those with only a savings account, cashed checks or bought money
orders at a nonbank.  They primarily obtained these services from check
cashing outlets, although the post office, supermarkets, other banks,
and other stores were sources for some.   

These patterns of financial activity demonstrate that there was not
a dichotomy within the survey population, where unbanked individuals
used only the services of nonbanks and banked individuals used only
the services of banks.  Rather, the data show more of a continuum along
which individuals in the survey population operated.  This continuum
was evident in many dimensions:  how individuals received income,
how they converted it to cash or other negotiable media, how they paid
bills, where they obtained check cashing services and money orders,
and how they saved.

Costs Incurred by Unbanked Individuals

The survey data showed, surprisingly, that most of the unbanked did not
incur high annual costs for two common financial activities, check
cashing and money order purchases.  

Most of the unbanked obtained check cashing and/or money order
services at little or no cost. Only about 17 percent of the unbanked sur-
vey population incurred annual costs of $100 or more. Those who
incurred higher annual costs tended to have higher household incomes
than those with lower annual costs. 

At the other end of the spectrum, many of the unbanked simply did
without these services — sometimes because they did not need them,
and some in order to economize.  This group incurred no financial
costs.  For them, the equity concern should not be measured solely in
terms of their lack of financial costs, but also in their doing without
financial services, and their possibly higher transactions costs and
greater risk of loss.
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Barriers to Bank Accounts for the Unbanked 

An initial concern motivating the development of the survey was
whether demand barriers were preventing many of the unbanked from
obtaining a bank account.  Anecdotal evidence suggested that many
were paying high costs for check cashing and other nonbank services.
This raised the question of why they did not economize by opening a
bank account, and whether barriers might be preventing them from
doing so.

Barriers in Demand 

The survey data show that most unbanked individuals incurred rela-
tively low annual costs in operating without a bank account.  This sug-
gests that many people may be unbanked, not because they face barri-
ers to obtaining a bank account, but because they can better economize
on the costs of financial services without having a bank account.  

This does not preclude the possibility that there may be demand
barriers, at least for some of the unbanked.  For example, the survey
data show that minimum opening account balances may pose a signifi-
cant problem for the many unbanked who have not accumulated any
savings.  However, before coming to any conclusions on the demand
side, it is first necessary to examine nonfinancial costs incurred 
by unbanked individuals and their attitudes toward bank and 
nonbank services.  

The survey data showed that individuals with higher incomes and
those who had a bank account were more likely to have savings.
However, survey data can only show correlations; it cannot inform us
as to whether having a bank account would help currently unbanked
individuals to save. Rather, a different kind of study, employing a ran-
dom access experimental design and a well designed bank account,
should be carried out to answer this important question. 

Barriers in Supply

The survey data do raise questions about possible barriers on the sup-
ply side. In particular, it is not clear why banks do not effectively pro-
vide the unbanked with some of the services commonly used by the
unbanked, such as cashing checks with immediate availability, or pro-
viding attractive money orders or bill paying services.  These too, and
not simply credit services, are important components of the financial
service needs in low-income neighborhoods.  

Constance R. Dunham
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Check cashing, money order, and bill payer services present a real
opportunity for banks seeking to better meet financial needs in their
service areas.  Yet few banks have gained a sizeable market share in
these services.  A good study of supply might reveal whether there are
informational, operational, attitudinal, legal, regulatory, or other factors
that prevent banks from effectively competing with nonbanks in sup-
plying these financial services in low-income neighborhoods.    

The survey data also suggest that regulatory efforts intended to help
the unbanked can backfire if not crafted carefully.  For example, bind-
ing regulatory ceilings on check casher fees could limit revenues to 
the suppliers of these services.  They could make it more difficult for
banks to enter this market by first offering check cashing services, 
and eventually attracting some of the unbanked to bank accounts and
other services.  

Negative regulatory attitudes, about whether it is proper for a bank
to offer check cashing, money order, or bill payer services, could also
discourage banks from offering these services in innovative and prof-
itable ways.  But those banks that succeed in doing so could not only
increase financial competition in low-income communities, but could
also provide more low-income individuals with a bridge to a broader
range of financial services.
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51

Figure 1
Banked and Unbanked by Household Income

Figure 2
Comparing the Survey Population and the U.S. Population

Banked

Unbanked

Percent
Household Income

Source:  Survey of Financial Activities and Attitudes.

Sources:  Survey of Financial Activities and Attitudes (18 years and over), 
1990 US Census (18 years and over except for working status, 16 years and over).
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Figure 4
Ways of Receiving Income

Figure 3
Comparing Banked and Unbanked Within the Survey Population

Source:  Survey of Financial Activities and Attitudes.

Source:  Survey of Financial Activities and Attitudes.

Income
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Figure 5
Check Cashing Service Providers

Figure 6
Receiving and Converting Income by the Unbanked

Source:  Survey of Financial Activities and Attitudes.

Source:  Survey of Financial Activities and Attitudes.
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Figure 7
Ways of Paying Bills

Figure 8
Money Order Providers

Source:  Survey of Financial Activities and Attitudes.

Source:  Survey of Financial Activities and Attitudes.
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Figure 9
Bill Paying by the Unbanked

Figure 10
Banked and Unbanked Who Save Regularly

Source:  Survey of Financial Activities and Attitudes.

Source:  Survey of Financial Activities and Attitudes.
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Notes

1 “Banked” individuals are those who had a deposit account (either individually or
jointly with another individual) at a depository institution at the time of the survey.
“Unbanked” individuals are those who had no such account at the time of the sur-
vey.  Deposit accounts may be checking, savings, or similar accounts at a commer-
cial bank, thrift institution, or credit union.  For simplicity, all such accounts are
generically termed a “bank account” in this paper, and depository institutions are
generically termed “banks.” 

2 Nationwide, 9.5 percent of American households had no transactions accounts in
1998: see Arthur B. Kennickell et al., “Recent Changes in U.S. Family Finances:
Results from the 1998 Survey of Consumer Finances,” Federal Reserve Bulletin
(January 2000) pp. 8-9.

3 The forum proceedings, “Financial Access in  the 21st Century (1997),” OCC,
Washington, D.C., can be obtained at: http://www.occ.treas.gov/occfinac.pdf, or
ordered from the OCC by calling 202-874-4960.

4 Issues related to the survey design are addressed in:  Constance R. Dunham, Fritz J.
Scheuren, and Douglas J. Willson (1998), “Methodological Issues in Surveying the
Nonbanked Population in Urban Areas,” in Proceedings of the Survey Research
Methods Section, American Statistical Association, pp. 611-616.

5 The Survey of Financial Activities and Attitudes (SFAA) shows higher rates of
unbanked at each level of household income than the Survey of Consumer Finances
(SCF).  One reason for this difference is that the SCF measures unbanked house-
holds, not unbanked individuals.  Thus, if one out of three adults in a household had
an individual bank account, the SCF would consider the household “banked,” even
if only one individual had effective control of the account, whereas the OCC survey
would consider only one individual to be banked and two to be unbanked.  Another
reason is that SCF surveys the entire nation, whereas the SFAA is a survey of two
urban areas that contain high percentages of some groups (e.g., minority and for-
eign-born), which tend to have higher unbanked rates than others with the 
same incomes.  

6 At the time of the survey, government sources at the state and federal levels were
working actively to reduce the number of payment checks they issued and, instead,
to make these payments electronically, either by direct deposit or electronic benefits
transfer. Thus, the percent of unbanked who receive electronic benefits transfers
may be even higher at present.  

7 This hypothesis is consistent with the survey data that show that 71 percent of the
banked who cashed their income checks reported doing so at a bank where they did
not hold a bank account, often the bank of issue.

8 To the extent that some of the unbanked incur added time and travel costs of using
the bank of issue, however, their ability to economize is reduced.  In addition, some
receive checks issued by non-local banks and thus do not have a practical way of
cashing them at the bank of issue.

Constance R. Dunham



58

9 Some respondents offered additional categories, not all of which could be classified
as formal or informal.  For example, a number of immigrants noted that they kept
savings in their country of origin.  Some of them noted how they stored their sav-
ings, such as in a bank account in that country, but others did not explicitly identify
how they stored their savings.

10 In random assignment experimental studies, participants are randomly assigned in a
lottery-like process either to a program group (which would have access to a well-
designed bank account), or to a control group (which would not have access to the
bank account).  Over time, the study would collect information on the savings
behavior of the participants in both groups, and the outcomes would be compared.

11 The estimates of the total annual costs incurred by the unbanked for these services
include the costs of check cashing incurred by any unbanked respondent who cashed
any income checks during the prior year, not by only those who primarily received
income by check and primarily cashed their checks.  The estimate incorporates the
check-cashing activities of those who received electronic benefit transfers as well as
those who cashed income checks received directly. The estimates include the costs
of buying money orders by any respondent who bought at least one money order in
the prior year, not by only those who primarily paid their bills with money orders.

12 Note that at the time of the survey, check cashers in New York State were restricted
to charging 1.1 percent of the amount of a check or 60 cents, whichever was greater.
3 NYCRR section 400.12.  In New York City, 89.1 percent of the unbanked who
cashed checks at check cashing outlets did so for $5 or less, paying on average $2.61
(0.7 percent of the face value of the check), while in Los Angeles County, 69.0 per-
cent of those who cashed checks at check cashing outlets did so for $5 or less, pay-
ing on average $4.95 (1.6 percent of the face value).

13 However, it is not clear whether regulated ceilings on check cashing charges, lower
average household incomes in the New York City survey area, or possibly greater
competition among check cashers in New York City has had the greater influence on
the lower check cashing fees there than in Los Angeles.  In New York City, most of
the unbanked who cashed checks paid check cashing fees that were less than 1.1 per-
cent of the face value of the check, the regulated ceiling at the time of the survey.
Seventy-seven percent of unbanked New York City respondents who cashed checks
paid fees of 1.0 percent or less of the face value of the check.

14 See the remarks of Seamus McMahon, First Manhattan Consulting Group, in
Financial Access in the 21st Century, op. cit., pp. 25-26.

15 Eighty-three percent of the survey population lived in dwelling units with two or
more adults.  If it is assumed that the other adults living in an unbanked respondent’s
dwelling unit were also unbanked and incurred similar financial costs, then 128,000
dwelling units contained unbanked individuals who together incurred at least $100
in annual financial costs.  Under these assumptions, an estimated 325,000 currently
unbanked individuals would pay the same amount or less for a bank account than
they now pay for conducting routine financial activities without a bank account.

The Role of Banks and Nonbanks in Serving 
Low- and Moderate-Income Communities
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Using data from the 2000 Metro Chicago Information Center Survey,
we explore transaction account ownership and the use of currency
exchange (check-cashing) businesses for financial and nonfinancial
services.  The results from the estimated model suggest that being
unbanked is jointly determined with obtaining financial services from a
currency exchange.  Our findings show that in the Chicago metropoli-
tan area, currency exchanges play an active role in providing financial
services to unbanked households, especially residents of low- and mod-
erate-income (LMI) neighborhoods and Black and Hispanic house-
holds. Specifically, we find that unbanked households are 14.6 percent-
age points more likely than their banked counterparts to patronize a
currency exchange.  Unbanked households residing in an LMI commu-
nity are 7.6 percentage points more likely to use a currency exchange
than unbanked households residing elsewhere. Furthermore, we find
that perceived unfavorable checking account characteristics and dis-
taste for a checking account are important influences on the probabili-
ty that an unbanked Black household obtains financial services from a
currency exchange.  Unbanked Hispanic households that obtain finan-
cial services from currency exchanges also are influenced by perceived

The views expressed are the authors’ and do not necessarily reflect the views of the Federal
Reserve Bank of Chicago or the Board of Governors of the Federal Reserve System.



60 The Role of Alternative Financial Service Providers
in Serving LMI Neighborhoods

unfavorable checking account characteristics. Conditioned on being
unbanked, our findings show that households with lower income, who
are younger, have less education, or who are employed are more likely
to use a currency exchange, whereas households that possess a credit
card or who are retired are less likely to patronize a currency exchange.
From a policy pers p e c t ive, financial education and cooperat i o n
b e t ween financial institutions and community groups may go a 
long way in helping households enter the mainstream financial sector,
thus improving the fl exibility of households in conducting 
financial transactions.

Introduction

Policymakers are interested in the banking relationships of low- and
moderate-income (LMI) households for several reasons.  First, banks
target some of their lending and banking services to these households
as part of their Community Reinvestment Act (CRA) responsibilities.
Because many resources go into the development and monitoring of
CRA accountability, we know a great deal about how banks are doing
with respect to making primary product lines available to LMI house-
holds.  It may be helpful to know more about the other side of that rela-
tionship – that is, how LMI households relate to financial institutions in
their communities. Second, recent legislation (the Debt Collection and
Improvement Act of 1996) provided for electronic payment of recur-
ring federal benefits (such as Social Security, Supplemental Security
Income and federal retirement payments).  Treasury’s implementation
of this initiative drew attention to those households without direct
deposit, including households without transaction accounts at financial
institutions, many of whom are lower to middle income. The more we
know about these households (the reasons for not having an account,
the perceived barriers they face, the financial vehicles they are using in
lieu of a transaction account), the better both banks and policymakers
can target policies and educational programs to smooth the transition to
an all-electronic Treasury payment system.  

In the following section, we provide a description of the check-
cashing/currency exchange industry.  In the third section, we describe
our data and present them relative to a national sample. We also explore
several aspects of the financial relationships of households, especially
LMI households. Of particular interest are transaction account owner-
ship, reasons for not holding a checking account, sources used to obtain
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check cashing services, and currency exchange patronage by house-
holds. In the fourth section, we empirically investigate the potential
joint relationship between being unbanked and obtaining financial serv-
ices from a currency exchange.  The results from this investigation offer
interesting insights about the influence that specific characteristics have
on an unbanked household’s patronage of currency exchange business-
es. In the final section, we discuss potential policy responses drawing
on the study’s findings. 

The Check-Cashing Industry

Over 180 million checks, totaling $55 billion, flow annually through
the check-cashing industry. The number of check-cashing establish-
ments has doubled over the last five years, with locations in 35 states;
28 states and the District of Columbia regulate check cashing.1

Presently, there are approximately 6,000 check-cashing establishments
owned by roughly 3,700 businesses nationwide. The average fee
charged for cashing a check ranges from 2 percent to 3 percent of the
face value amount of the check.2

In the Chicago metropolitan area and elsewhere in the state of
Illinois, check-cashing businesses are referred to as currency exchanges
(hereafter referred to as such). The financial services offered by cur-
rency exchanges include cashing payroll, government, public assis-
tance, and personal checks, selling money orders, providing money
wire transfer services, and submitting bill payments (e.g., local utility
bills).  In addition, currency exchanges provide a diverse collection of
nonfinancial services, such as the sale of public transportation fares
(e.g., bus and train passes), postage stamps, prepaid telephone cards,
notary services, and lottery tickets.  These businesses also collect local
tax (e.g., property taxes) payments, distribute public assistance bene-
fits, sell motor vehicle license plates, and handle vehicle title transfers.  

The Illinois Department of Financial Institutions (DFI) regulates
over 700 currency exchanges across the state, with 429 located in the
City of Chicago. Check-cashing fees in Illinois are set according to a
two-tier maximum fee structure based on the face value of the check.
The maximum fee that can be charged for cashing a check valued up to
$500 is 1.4 percent of the face value plus $.90 per check cashed.  For a
check greater than $500, the maximum fee is 1.85 percent of the
c h e c k ’s face value.  Similarly, under state regulations, currency
exchanges can sell money orders for up to a maximum fee of 1 percent
of the money order’s value plus $.75 per money order. According to the
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Financial Services Centers of America (FiSCA), a trade association
representing the check-cashing industry, the typical check-cashing con-
sumer is middle to lower income, younger, and looking for convenient,
after-hours financial services.  FiSCA purports that one-third of the
consumers who seek financial services from currency exchanges are
unbanked, while two-thirds are banked consumers who may be seeking
convenience in the delivery of financial services.

Data and Sample Description

Data employed in this study were collected by the Metro Chicago
Information Center (MCIC) in conjunction with its 2000 annual survey
of households in the Chicago metropolitan area.3 The sample used in
this study is 2,483 households.  Most of the data were collected in a
telephone survey of a sample of households selected through a random-
digit-dialing sampling technique.  Supplemental surveys were conduct-
ed through face-to-face interviews as a way to include information from
households in the sample population without telephones.  In addition,
survey interviews were conducted in Spanish to accommodate Spanish-
speaking respondents.4 The Federal Reserve Bank of Chicago spon-
sored a supplement of questions focusing on the use of currency
exchanges for MCIC’s 2000 survey. The definition of variables used in
this study is given in Table 1. 

While the majority of variables listed in Table 1 are self explanato-
ry, a further discussion is needed concerning the household income cat-
egories used here. The income category, INCOME < $30,000, is equal
to one if the respondent’s household income was less than $30,000.
This closely corresponds to the income threshold relevant to the U.S.
Census definition of a low-income household, whereby family income
is less than 50 percent ($31,893) of the metropolitan area’s median
income level ($63,800).  INCOME < $30,000, therefore, is a conserva-
tive measure of the proportion of low-income households in the sam-
ple. The three remaining income categories reported in Table 1 are sim-
ilarly calculated and roughly approximate the U.S. Census definition of
moderate-, middle-, and upper-income households. 

A description of the socioeconomic and demographic characteris-
tics for the Chicago metropolitan sample population and the nation is
provided in Table 2.  The description for the nation comes from the
1998 Survey of Consumer Finances (SCF).  A comparison between
these two data sets reveals that the Chicago metropolitan area has a
greater proportion of more highly educated households and households
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with greater income, relative to the nation.  The Chicago sample also
has a greater representation of minority households. 

A comparison of LMI households to non-LMI households in the
Chicago metropolitan area shows that LMI households tend to be
minorities, younger, female, unmarried, and less-educated (Table 3).
LMI households also are less likely to hold a checking and/or a savings
account (banked) or to possess particular assets such as a home, a
money market account, or an IRA. 

Characteristics of the Unbanked

A comparison between banked households (own a checking and/or sav-
ings account) and unbanked households reveals different socioeconom-
ic and demographic profiles (Table 3). The majority of unbanked
households (70 percent) have income less than $30,000 or live in LMI
areas (74 percent).  Seventeen percent are unemployed in the labor
force, while for the banked sample, four percent are unemployed.
Unbanked households also tend to be minority, female, younger,
unmarried, less educated, and nonhomeowners.  

To further understand the circumstances that lead one to be or
become unbanked, we explore the reasons given by households as to
why they do not possess a checking account and/or have closed their
checking account (Table 4). Of the 378 households without a checking
account, 68 percent (258 households) resided in LMI communities.
Given that the unbanked tend to have less income, it is not surprising
that the most common reasons given for not having a checking account
related to unfavorable checking account characteristics associated with
cost. The specific reasons included the cost of account maintenance
(i.e., minimum balance), affordability (i.e., high fees), or lack of suffi-
cient funds to open a checking account. Over 62 percent of the house-
holds that lived in LMI neighborhoods gave these unfavorable account
characteristics as the primary reason for not having a checking account.
Another major reason given by respondents for not having a checking
account was a distaste for an account.  Close to 30 percent of the house-
holds revealed a distaste by stating that they did not like to deal with
banks, did not trust banks, or desired to keep financial records private.
Smaller proportions (a total of about seven percent) reported that
checking accounts were too difficult to manage or that a member of the
household had been turned down for an account.

Where, then, do the unbanked cash their checks? In the Chicago
metropolitan area, we generally find that financial institutions (includ-
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ing banks, savings and loan associations, and credit unions) are the
most frequently used source (81.2 percent) for check-cashing purposes
(Table 5). Among the unbanked, however, a currency exchange is
notably the primary place where checks are cashed (71.8 percent). This
finding is in sharp contrast to Caskey (1994), Booz-Allen et al (1997),
and Dove (1999), who found currency exchanges to be only the third
most frequently used source, after banks and grocery stores.5

Currency exchange use is even more pronounced for unbanked
households residing in LMI communities (Table 5).  Here we find that
almost 75 percent of the unbanked LMI households use currency
exchanges to cash checks. Interestingly, banked LMI households also
made more frequent use of currency exchanges for check-cashing pur-
poses (13.2 percent) than did banked households in general.  In part,
this may reflect greater availability of currency exchange businesses in
LMI neighborhoods.

Patronage of Currency Exchange Businesses

The survey results suggest that the most common financial services
used at currency exchanges were cashing checks, purchasing money
orders, paying bills, and making money wire transfers. Typical nonfi-
nancial services included purchasing bus passes, vehicle stickers, and
notary services. Close to 64 percent of the total sample of unbanked
households, and 61.5 percent of the unbanked households residing in an
LMI neighborhood, patronized a currency exchange to purchase only
financial services (Table 6). Despite the fact that they already have a
deposit account, 19 percent of the total banked households and 40 per-
cent of the banked households residing in an LMI neighborhood used
currency exchanges to obtain financial services. Clearly, having a
deposit account does not preclude a household from seeking financial
services from alternative sources. 

Empirical Investigation and Analysis

The purpose of the empirical investigation is to evaluate the importance
of specific characteristics on the likelihood that a household obtains
financial services from a currency exchange. As suggested by the
descriptive analysis, a high proportion of unbanked households (rough-
ly 83 percent) obtained financial services from currency exchange busi-
nesses. The decision to use a currency exchange, therefore, appears to
be heavily influenced by the decision to be unbanked. 
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A bivariate probit model is specified to evaluate whether being
unbanked is jointly determined with obtaining financial services from a
currency exchange (Greene, 2000). Patronizing a currency exchange
(CURRENCY EXCHANGE – FINANCIAL SERVICES) and being
unbanked (UNBANKED) are both binary variables each equal to one if
the household uses a currency exchange to obtain financial services and
if the household is unbanked, respectively. For this analysis, we are
examining the probability that currency exchange use is equal to one
(equation 1) when unbanked is equal to one (equation 2). Accordingly,
the estimates from this model are used to tell us how specific charac-
teristics influence an unbanked household’s use of financial services
from a currency exchange.  

Equation 1: The Likelihood of Currency Exchange Use

The dependent variable, CURRENCY EXCHANGE – FINANCIAL
SERVICES, is expected to be influenced by several of the household’s
socioeconomic characteristics. Because currency exchange businesses
may offer unbanked households an alternative means of obtaining
financial services, being unbanked (UNBANKED) is expected to have
a positive influence on the likelihood of using a currency exchange.
Credit cards also can serve as a vehicle in the delivery of many finan-
cial transactions, serving as both a payment and a finance medium.  The
potential substitutability between using a credit card and obtaining
financial services from a currency exchange business suggests that hav-
ing a credit card (CREDIT CARD) is negatively related to the likeli-
hood of patronizing a currency exchange business.

Consumer advocacy groups have claimed that minority households
(BLACK, HISPANIC and OTHER (Asian, Native American and
Other)), lower-income (INCOME < $30,000) households, and house-
holds residing in LMI (LOWMOD) neighborhoods are more likely to
use a currency exchange than White households, higher-income house-
holds, or households living in middle- and upper-income communities,
respectively.  If true, these characteristics are expected to have a posi-
tive influence on the likelihood of using currency-exchange financial
services.

Several studies have stated that convenient location and lower
transactions costs in terms of time are major features sought by curren-
cy exchange users. The value of one’s time (i.e., market opportunity
cost) and the need for convenience is expected to be higher for con-
sumers tied to the labor market.  As such, working consumers
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(EMPLOYED) may be more likely to patronize a currency exchange
business than their unemployed counterparts. Conversely, if retired
(RETIRED) individuals perceive themselves as having lower market
opportunity cost, they may be less likely to patronize a currency
exchange business; the omitted categories are households that are
unemployed in the labor force or unemployed not in the labor force. To
the extent that married households have greater time constraints than
unmarried households, being married (MARRIED) also is expected to
have a positive influence on the likelihood of currency exchange use,
ceteris paribus.

Education is used as an indicator variable for a consumer’s human
capital in financial literacy.  Less educated households may possess a
weaker understanding than their more educated cohorts about the
numerous financial advantages and consumer protections afforded to
them from mainstream financial service providers. To determine if less
educated households are more likely to use a currency exchange, hav-
ing a high school degree or less (EDUCATION 12 YEARS OR LESS)
is included. It also has been suggested that currency exchange use is
greater during the consumer’s earlier stages of the life cycle.  To eval-
uate this possibility, the estimated model includes an indicator variable
to determine if younger householders (AGE 18 TO 25) are more likely
to use currency exchange services than older householders.   Finally,
the model includes an indicator variable to estimate whether gender
(FEMALE) differences exist in the patronage of currency 
exchange businesses. 

Equation 2: The Likelihood of Being Unbanked

Studies have consistently shown that unbanked consumers are more
likely to have lower income and net worth, to reside in an LMI neigh-
borhood, to be less educated and unemployed, and to be more heavily
represented among Black, Hispanic, female, unmarried, and younger
consumers.  A priori, it is thought that unemployed individuals no
longer active in the labor force (UNEMPLOYED, NOT IN LABOR
FORCE) may be more likely to be unbanked due to their severed tie to
the labor market than employed individuals or individuals who are
unemployed but actively searching for a job.  If true, UNEMPLOYED,
NOT IN LABOR FORCE is expected to have a positive influence on
the likelihood of being unbanked.  Conversely, it is expected that retired
(RETIRED) individuals who previously had a connection to the labor
market are less likely to be unbanked. 
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Generally, a household’s net worth is comprised of the dollar value
of financial assets held such as savings and other deposit accounts,
stocks, bonds, certificates of deposit, and retirement accounts.  For the
data analyzed in this study, we can ascertain household ownership of
many aspects of net worth (e.g., presence of savings accounts, money
market funds, IRAs), but we are unable to determine the dollar value of
many.  However, information provided by the Survey of Consumer
Finances  (Kennickell et al, 1997) suggests that there is a strong, posi-
tive correlation between a household’s net worth and being a home-
owner. As such, homeownership (OWN HOME) is used as an indica-
tor variable for the household’s net worth and is expected to be nega-
tively related to being unbanked.

In an earlier study, Hogarth and O’Donnell (1997) find that Black
and Hispanic consumers tended not to have a checking account because
of perceived unfavorable checking account characteristics (e.g., mini-
mum balance or monthly fees too high) and a distaste for an account
(e.g., don’t trust banks). Accordingly, indicator variables are included to
determine whether perceived unfavorable product characteristics
(PRODUCT HAS UNFAVORABLE CHARACTERISTICS) and hav-
ing a distaste for a checking account (DISTASTE FOR A CHECKING
ACCOUNT) have a positive influence on the likelihood of being
unbanked. To determine whether these factors play a significant role in
the likelihood of being unbanked by racial/ethnic group, interaction
terms are included in the empirical model. For example, the interaction
term, BLACK X PRODUCT, measures the influence that being Black
and perceived unfavorable checking account characteristics have on the
probability of being unbanked, relative to being Black and not perceiv-
ing checking accounts as having unfavorable characteristics. Similarly,
the term, BLACK X DISTASTE, denotes the influence that being
Black and having a distaste for a checking account have on the likeli-
hood of being unbanked, relative to being Black and not having a dis-
taste for an account. Comparable interaction terms for HISPANICS and
OTHER (i.e., Asian, Native American, and Other) also are included.

Marginal Effects of the Model6

The results from the bivariate probit model suggest that being unbanked
is jointly determined with using a currency exchange to obtain financial
services.7 Table 7 reports the direct, indirect and total marginal effects
on the use of a currency exchange for obtaining financial services by
unbanked households. Turning to the total effects, we find that being
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unbanked increases the likelihood of using a currency exchange by 14.6
percentage points; unbanked households residing in an LMI neighbor-
hood are 7.6 percentage points more likely to use a currency exchange
than unbanked households residing elsewhere.  

Unbanked Black households are 17.8 percentage points more like-
ly than unbanked White households to patronize a currency exchange.
Similarly, unbanked Hispanic households are 7.5 percentage points
more likely to use a currency exchange than their unbanked White
counterparts.  The lack of significance for the OTHER race variable
suggests that no differences exist in the likelihood of using a currency
exchange between minorities in the Other racial/ethnic category 
and Whites.  

Unbanked Black households with a distaste for a checking account
are roughly 14 percentage points more likely to patronize a currency
exchange than unbanked Black households without this distaste.
Moreover, unbanked Black households with an unfavorable perception
about checking account characteristics are 8.7 percentage points more
likely to use a currency exchange than unbanked Black households
without this unfavorable perception. For unbanked Hispanic house-
holds, having an unfavorable perception about checking accounts
increases the likelihood of using a currency exchange by 1.1 percent-
age points, whereas having a distaste for a checking account does not
significantly influence the likelihood of currency exchange use among
unbanked Hispanics. Overall, these findings suggest that unfavorable
product characteristics and distaste for a checking account are impor-
tant influences on the probability that an unbanked Black household,
and to a lesser degree, an unbanked Hispanic household, use currency
exchanges. The results from the unbanked equation suggest that house-
holds that perceive checking accounts as having unfavorable character-
istics are 15.2 percentage points more likely to be unbanked than
households without this perception, and while households with a dis-
taste for a checking account are 10.4 percentage points more likely to
be unbanked than households without this distaste. These behavioral
attributes offer important insights to help explain why households
chose to be unbanked. 

In this analysis, we have discussed the combined marginal effects
of race and the taste and preference variables.  We recognize that the
standard errors reported are not associated with these combined effects.
Furthermore, we acknowledge that further adjustments are needed to
take into account the marginal effects when dummy variables are spec-
ified.  This adjustment is not expected to substantially influence the
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results.  Corrections to these points will be made in the next version of
the paper. Although beyond the scope of this study, we plan to extend
the present model to include an analysis of currency exchange use
among banked households. 

Potential Policy Implications

While the findings from this study are reflective of a unique urban
experience in the Midwest, we believe that important insights can be
drawn to help policymakers and community leaders bring LMI and
other unbanked consumers into the mainstream financial arena. We find
that currency exchanges play an active role in providing financial serv-
ices to unbanked households, and in particular, to residents of LMI
neighborhoods and specific minority households. The decision to
forego an opportunity to establish a relationship with a formal financial
institution may have long-term implications, potentially unknown to
these consumers. As such, we believe that financial literacy and other
educational programs could be very useful toward helping consumers
gain a better understanding of the inherent tradeoff between main-
stream and alternative financial service providers.  Moreover, educa-
tional initiatives, potentially in partnership with financial institutions,
may go a long way to help consumers overcome negative attitudes
toward mainstream financial services institutions. We find that house-
holds, especially Black and Hispanic households, were less likely to
have a checking account with a formal financial institution because of
specific account characteristics, such as the cost of account mainte-
nance (minimum balance), affordability (high fees), and lack of funds
needed to open an account. These findings suggest that, at least in the
Chicago metropolitan area, specific opportunities exist to help bring
Blacks and Hispanics into the mainstream financial service arena by
making low-cost transaction accounts available. In addition, programs
aimed at educating consumers about effective deposit account manage-
ment, including the avoidance of unnecessary fees and charges, would
be quite useful for first-time deposit holders. 

To the extent that financial institutions are unable or unwilling to
offer products and services that address the concerns of the consumers
in our study, and if there is general agreement that access to a basic
financial account is important to help families conduct transactions and
provide a safe way to accumulate a needed emergency cushion, then
there may be a market failure for this segment of the marketplace. The
question then becomes: are basic banking accounts a “public good” and
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thus, should the government provide these?  The development of
Electronic Transfer Accounts (ETAs) as part of the EFT 1999 initiative
and the enabling legislation for First Accounts are, in part, testimony to
Congress’ intention to help more households become banked, while
still trying to work with the market system to provide these accounts.
After about 18 months of availability, 611 financial institutions with
13,000 branches offer ETAs and 8,700 consumers have signed up.  The
Bush administration recently announced that it has discontinued the
$10 million First Accounts initiative and will rely on other programs to
accomplish this goal (Goldstein and Kessler, 2001). Hence, the policy
answer may be found in the combination of education, cooperation
between the public and private sectors, and a policy environment 
that fosters a variety of targeted responses from the private and 
nonprofit sectors.
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Table 1 
Definitions of Variables
Variable Definition
WHITE Dichotomous variable =1 if  White, =0 otherwise.

BLACK Dichotomous variable =1 if Black, =0 otherwise. 

HISPANIC Dichotomous variable =1 if Hispanic, =0 otherwise.

OTHER Dichotomous variable =1 if Asian, Native American or Other, =0 otherwise.

AGE 18 TO 25 Dichotomous variable =1 if 18<=age<25, =0 otherwise.

AGE 26 TO 45 Dichotomous variable =1 if 26<=age<45, =0 otherwise.

AGE 46 TO 65 Dichotomous variable =1 if 46<=age<66, =0 otherwise.

AGE 66 AND OVER Dichotomous variable =1 if age>=66, =0 otherwise.

AGE Age of the head of household (continuous).

MALE Dichotomous variable =1 if male, =0 otherwise.

FEMALE  Dichotomous variable =1 if female, =0 otherwise.

MARRIED Dichotomous variable =1 if married or married-like relationship, 
 =0 otherwise.

SINGLE MALE Dichotomous variable =1 if widowed or divorced,  =0 otherwise.

SINGLE FEMALE Dichotomous variable =1 if widowed or divorced,  =0 otherwise.

SINGLE, Dichotomous variable =1 if single female head of household with 
FEMALE HH w/CHILDREN children < 18 years of age, =0 otherwise.

LESS THAN HIGH SCHOOL Dichotomous variable =1 if education <= 11 years,  =0 otherwise.

HIGH SCHOOL OR EQUIVALENT Dichotomous variable =1 if  high school or equivalent completed,
  =0 otherwise.

EDUCATION 12 YEARS OR LESS Dichotomous variable =1 if number of years of schooling completed  
 <= 12 years, =0 otherwise.

SOME COLLEGE Dichotomous variable =1 if  some college completed, =0 otherwise.

BACHELOR'S DEGREE OR MORE Dichotomous variable =1 if  Bachelor's degree or above completed, 

 =0 otherwise.

HOUSEHOLD SIZE Number of related persons residing in the household (continuous).

HOUSEHOLD w/DEPENDENTS Dichotomous variable =1 if household with dependent children < 18 
(<18 YEARS OF AGE) years of age, =0 otherwise.

INCOME < $30,000 Dichotomous variable =1 if  income<$30,000,  =0 otherwise. 

INCOME $30,000 TO $49,999 Dichotomous variable =1 if $30,000 <=income<$50,000, =0 otherwise.

INCOME $50,000 to $69,999 Dichotomous variable =1 if $50,000 <=income<$70,000, =0 otherwise.

INCOME $70,000 OR OVER Dichotomous variable =1 if income>=$70,000, =0 otherwise.

Dichotomous variable =1 if employed, =0 otherwise.

UNEMPLOYED, IN LABOR FORCE Dichotomous variable =1 if unemployed in labor force, =0 otherwise.

UNEMPLOYED, NOT IN LABOR FORCE Dichotomous variable =1 if not in labor force, =0 otherwise.

Dichotomous variable =1 if retired, =0 otherwise.

Dichotomous variable =1 if have checking and/or savings account, 

 =0 otherwise.

Dichotomous variable =1 if do not have checking and/or savings account,

 =0 otherwise.

LMI (LOWMOD) NEIGHBORHOOD Dichotomous variable =1 for low-to-moderate income geographies defined  
by census tracts with 80% or less of the median family income for the 

Chicago MSA, =0 otherwise.

MIDDLE NEIGHBORHOOD Dichotomous variable =1 for middle-income geographies defined as census
 tracts with 80% or greater but  less than 120% of the median family 
income for the Chicago MSA, =0 otherwise.

EMPLOYED

RETIRED

BANKED

UNBANKED

UPPER NEIGHBORHOOD Dichotomous variable =1for upper-income geographies defined as census 
 tracts with 120% or greater of the median family income for the 
Chicago MSA =0 otherwise.

OWN HOME Dichotomous variable =1 if homeowner, =0 otherwise.

CREDIT CARD Dichotomous variable =1 if respondent has a credit card, =0 otherwise.

MONEY MARKET Dichotomous variable =1 if respondent has a money market account,
  =0 otherwise.  

IRA Dichotomous variable =1 if respondent has an IRA account, =0 otherwise.

SAVINGS ACCOUNT Dichotomous variable =1if respondent has a savings account, =0 otherwise.

CURRENCY EXCHANGE - Dichotomous variable =1 if respondent obtained financial services from 

FINANCIAL SERVICES a currency exchange within the last year,  =0 otherwise.

DISTASTE FOR Dichotomous variable =1 if reason for not having/closing a checking 
CHECKING ACCOUNT account was 'do not like to deal with banks', 'prefer to keep records private' 

or 'do not trust banks',  =0 otherwise.

PRODUCT HAS Dichotomous variable =1 if reason for not having/closing a checking account 
UNFAVORABLE CHARACTERISTICS was 'do not have enough money to open an account', 'do not write enough 

checks',  'minimum balance/fee too high' or 'bank hours/location inconvenient',
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Mean   Std. Dev. Mean Std. Dev.
RACE

WHITE 0.63 0.48 0.78 0.42
BLACK 0.21 0.41 0.12 0.32
HISPANIC 0.09 0.29 0.07 0.26
OTHER 0.06 0.23 0.04 0.18

AGE
AGE 18 TO 25  0.07 0.26 0.07 0.25
AGE 26 TO 45 0.48 0.50 0.42 0.49
AGE 46 TO 65 0.31 0.46 0.31 0.46
AGE 66 AND OVER 0.14 0.34 0.20 0.40

44.61 15.79 48.73 17.3
GENDER 1

MALE 0.40 0.49 - -
FEMALE 0.60 0.49 - -

MARITAL STATUS
MARRIED 0.54 0.50 0.59 0.49
SINGLE MALE 0.17 0.37 0.14 0.35
SINGLE FEMALE 0.29 0.45 0.27 0.44

SINGLE, FEMALE HH w/CHILDREN 0.10 0.30 0.07 0.26
EDUCATION

LESS THAN HIGH SCHOOL 0.11 0.31 0.16 0.37
HIGH SCHOOL OR EQUIVALENT 0.15 0.36 0.28 0.45
SOME COLLEGE 0.34 0.47 0.18 0.39
BACHELOR'S DEGREE OR MORE 0.40 0.49 0.33 0.47

HOUSEHOLD SIZE 3.00 1.68 2.59 1.46
HOUSEHOLDS WITH DEPENDENTS (<18 YEARS OF AGE) 0.42 0.49 0.37 0.48
HOUSEHOLD INCOME

INCOME < $30,000 0.22 0.42 0.44 0.50
INCOME  $30,000 to $49,999 0.28 0.45 0.22 0.41
INCOME $50,000 to $69,999 0.18 0.38 0.14 0.35
INCOME $70,000 OR OVER 0.31 0.46 0.20 0.40

WORK STATUS
EMPLOYED 0.71 0.45 0.70 0.46
UNEMPLOYED, IN LABOR FORCE 0.05 0.23 0.03 0.18
UNEMPLOYED, NOT IN LABOR FORCE 0.09 0.28 0.07 0.26
RETIRED 0.14 0.35 0.19 0.39

OWN HOME 0.62 0.49 0.66 0.33
CREDIT CARD 0.79 0.40 0.72 0.31
MONEY MARKET 0.35 0.48 0.11 0.22
IRA 0.47 0.50 0.28 0.31

N 2483 4309

Note: Sum of mean proportions may not add up to 1.00 due to rounding.

1As a tool for organizing the data in the 1998 Survey of Consumer Finances (SCF), the head of the household is taken to be the central individual (male or female) in 
a household without a core couple , the male in a mixed-sex couple or the older person in a same-sex couple.

Chicago MSA Nation

AVERAGE AGE

SELECTED ASSETS

Table 2 
Description of Socioeconomic and Demographic Characteristics
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Mean Std. Dev. Mean   Std. Dev. Mean      Std. Dev. Mean   Std. Dev.
RACE

WHITE 0.24 0.43 0.78 0.41 0.69 0.46 0.15 0.36
BLACK 0.52 0.50 0.10 0.30 0.17 0.37 0.59 0.49
HISPANIC 0.18 0.38 0.06 0.24 0.08 0.27 0.22 0.42
OTHER 0.06 0.23 0.06 0.23 0.06 0.24 0.03 0.17

AGE
AGE 18 TO 25 0.12 0.33 0.05 0.23 0.06 0.24 0.17 0.37
AGE 26 TO 45 0.51 0.50 0.47 0.50 0.47 0.5 0.50 0.50
AGE 46 TO 65 0.26 0.44 0.33 0.47 0.32 0.47 0.24 0.43
AGE 66 AND OVER 0.11 0.31 0.15 0.35 0.14 0.35 0.09 0.29
AVERAGE AGE 41.59 16.08 45.70 15.50 45.17 15.76 39.80 15.29

GENDER
MALE 0.36          0.48 0.42 0.488 0.41 0.50 0.34 0.48
FEMALE 0.64          0.48 0.58 0.488 0.59 0.50 0.66 0.48

MARITAL STATUS
MARRIED 0.39 0.49 0.60 0.492 0.57 0.50 0.29 0.45
SINGLE MALE 0.20 0.4 0.16 0.36 0.16 0.37 0.25 0.43
SINGLE FEMALE 0.41 0.49 0.24 0.43 0.27 0.44 0.46 0.50
SINGLE, FEMALE HH w/CHILDREN 0.21 0.41 0.06 0.23 0.08 0.27 0.25 0.44

EDUCATION
LESS THAN HIGH SCHOOL 0.25 0.43 0.06 0.24 0.07 0.26 0.44 0.50
HIGH SCHOOL OR EQUIVALENT 0.18 0.39 0.14 0.35 0.14 0.35 0.23 0.42
SOME COLLEGE 0.33 0.47 0.34 0.47 0.35 0.48 0.27 0.44
BACHELOR'S DEGREE OR MORE 0.24 0.43 0.46 0.50 0.44 0.50 0.05 0.23

HOUSEHOLD SIZE 3.38 2.03 2.86 1.51 2.93 1.61 3.61 2.08
HOUSEHOLD INCOME

INCOME < $30,000 0.45 0.50 0.14 0.34 0.17 0.37 0.70 0.46
INCOME  $30,000 to $49,999 0.26 0.44 0.28 0.45 0.29 0.45 0.20 0.40
INCOME $50,000 to $69,999 0.13 0.34 0.19 0.40 0.19 0.40 0.04 0.19
INCOME $70,000 OR OVER 0.14 0.35 0.38 0.48 0.34 0.48 0.05 0.21

WORK STATUS
EMPLOYED 0.62 0.49 0.74 0.44 0.74 0.44 0.47 0.50
UNEMPLOYED, IN LABOR FORCE 0.12 0.32 0.03 0.17 0.04 0.20 0.17 0.40
UNEMPLOYED, NOT IN LABOR FORCE 0.12 0.33 0.08 0.27 0.07 0.26 0.24 0.43
RETIRED 0.13 0.33 0.14 0.35 0.15 0.35 0.08 0.30

SELECTED ASSETS
OWN HOME 0.35 0.48 0.72 0.45 0.67 0.47 0.15 0.35
CREDIT CARD 0.57 0.50 0.88 0.33 0.87 0.33 0.12 0.32
MONEY MARKET 0.16 0.37 0.42 0.49 0.39 0.49 0.00 0.00
IRA 0.23 0.42 0.56 0.50 0.53 0.50 0.02 0.14

INCOME GEOGRAPHY
LMI (LOWMOD) NEIGHBORHOOD _ _ _ _ 0.22 0.41 0.74 0.44
MIDDLE NEIGHBORHOOD _ _ _ _ 0.43 0.50 0.16 0.37
UPPER NEIGHBORHOOD _ _ _ _ 0.35 0.48 0.10 0.30

N 673 1810 2224 259

Note: Sum of mean proportions may not add up to 1.00 due to rounding.

BANKED UNBANKEDLMI NON-LMI

Table 3 
A Comparison of Mean Attributes



75Sherrie L.W. Rhine, Maude Toussaint-Comeau, Jeanne M. Hogarth,
and William H. Greene



76 The Role of Alternative Financial Service Providers
in Serving LMI Neighborhoods



77Sherrie L.W. Rhine, Maude Toussaint-Comeau, Jeanne M. Hogarth,
and William H. Greene



78 The Role of Alternative Financial Service Providers
in Serving LMI Neighborhoods

UNBANKED 0.146    0.146* 0.054

CREDIT CARD -0.077      -0.077** 0.040

BLACK 0.152 0.026       0.178** 0.074

HISPANIC 0.074 0.001      0.075*** 0.043

OTHER 0.032 0.014 0.046 0.029

INCOME < $30,000 0.032 0.019      0.051** 0.022

LMI  (LOWMOD)  NEIGHBORHOOD 0.068 0.008       0.076** 0.035

EMPLOYED 0.037       0.037*** 0.022

RETIRED -0.046 -0.009     -0.055*** 0.032

MARRIED 0.004 0.004 0.012

EDUCATION  12  YEARS  OR  LESS 0.018 0.014       0.032** 0.016

AGE 18 TO 25 0.070 0.001       0.071*** 0.039

FEMALE -0.010 0.002 -0.008 0.013

OWN  HOME -0.020 -0.020* 0.005  

UNEMPLOYED,  NOT  IN  LABOR  FORCE 0.018 -0.018* 0.008

BLACK  x  DISTASTE  FOR  CHECKING  ACCOUNT -0.039 -0.039* 0.015

BLACK  x  PRODUCT  HAS  UNFAVORABLE  CHARACTERISTICS -0.091 -0.091* 0.026

HISPANIC  x  DISTASTE  FOR  CHECKING  ACCOUNT -0.002 -0.002 0.020

HISPANIC  x  PRODUCT  HAS  UNFAVORABLE  CHARACTERISTICS -0.064  -0.064** 0.029

OTHER  x  DISTASTE  FOR  CHECKING  ACCOUNT -0.016  -0.016 0.026

OTHER  x  PRODUCT  HAS  UNFAVORABLE  CHARACTERISTICS -0.073 -0.073 0.059

DISTASTE  FOR  CHECKING  ACCOUNT 0.104 0.104* 0.012

PRODUCT  HAS  UNFAVORABLE  CHARACTERISTICS 0.152 0.152* 0.026

*     significant at the 0.01 level.

**   significant at the 0.05 level 

*** significant at the 0.10 level

UNBANKED  Equation

Direct Effect
Indirect 
Effect Total EffectVariable

Standard Error
(absolute value)

Table 7
Estimated Marginal Effects 
Currency Exchange - Financial Services 
Conditioned on Unbanked =1
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Notes
1 See “Fiscal Facts: The Check-Cashing Industry” in the web site of Financial Service

Centers of America Inc., (FiSCA), formally National Check Cashers Association
Inc., www.nacca.org/q&a.htm.

2 See “Fiscal Facts: The Check-Cashing Industry” in the web site of Financial Service
Centers of America Inc., (FiSCA), www.nacca.org/q&a.htm.  Some states have set
limits on the fees that may be charged.

3 The Chicago metropolitan area (PMSA) covered in this survey includes Cook,
DuPage, Lake, Kane, McHenry, and Will counties.

4 More information about MCIC, a nonprofit organization located in Chicago IL, can
be found by going to www.mcic.org.

5 See Prescott, Edward S. and Daniel D. Tatar (1999) for a note of caution regarding
Caskey’s findings (1994) that currency exchanges are infrequently used to cash
checks among the unbanked. One important reason they cite is that cities analyzed
in Caskey’s study have smaller markets than Chicago and New York. 

6 Due to space constraints, we do not present the coefficients from the bivariate pro-
bit model for unbanked and currency exchange financial services; these are available
from the senior author.

7 LIMDEP (1998) software was used to estimate the bivariate probit model.
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RE A C H I N G OU T T O T H E UN B A N K E D
John P. Caskey 
Swarthmore College

Introduction

This paper presents a strategy that banks can use to help “unbanked”
households, those who do not have accounts at deposit institutions, to
join the mainstream financial system.  The strategy seeks to help these
households build savings and improve their credit-risk profiles in order
to lower their cost of payment services, eliminate a common source of
personal stress, and gain access to lower-cost sources of credit.  The
strategy calls on participating banks to open special branch offices,
called “outlets,” that are conveniently located for lower-income house-
holds.  In addition to traditional consumer banking products, the outlets
should offer five non-traditional services:

● Fee-based check-cashing services 

● Basic savings accounts that include access to low-cost
money orders for making long-distance payments  

● Deposit accounts, similar to traditional “Christmas Club”
accounts, designed to help people accumulate savings  

● Deposit-secured loans to individuals whose credit histories
would make them ineligible for mainstream credit  

● Formation of partnerships with appropriate community
based organizations to create social bridges with the 
community and to offer budget-management and credit
repair seminars  

The paper argues that such an outreach strategy is likely to be supe-
rior to traditional bank outreach efforts.  Under the traditional approach,

This is an executive summary of my article,“Reaching Out to the Unbanked" which is forth-
coming in the book, Inclusion in Asset Building:Research and Policy, edited by Lisa Morris and
Michael Sherraden.
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mainly to obtain an acceptable rating under the Community
Reinvestment Act, some banks maintain branches in lower-income
areas even when these branches do not meet standard profitability
thresholds.  In addition, some banks offer low-cost “basic” checking
accounts intended to meet the needs of lower-income households.  The
outreach strategy that I advocate in this paper is likely to be superior to
the traditional approach in four regards.  First, it will draw more of the
unbanked into bank branches.  Second, it will offer them a set of serv-
ices better designed to meet their needs.  Third, it is better structured to
help the unbanked become traditional bank customers.  Fourth, it is also
likely to be more profitable for banks than is the traditional approach,
so banks should be more willing to implement it.

A Brief Description of the Unbanked

Several surveys have examined the socioeconomic characteristics of
the approximately ten million households that do not have bank
accounts.  The surveys find that that the unbanked are disproportion-
ately represented among lower-income households, among households
headed by African-Americans and Hispanics, among households head-
ed by young adults, and among households that rent their homes
(Kennickell et al). 

Household surveys have also asked people why they do not have
deposit accounts (Booz-Allen, 1997, and Caskey, 1997a).  The sur-
veyed families most frequently report that they do not have deposit
accounts because they have almost no month-to-month financial sav-
ings to keep in the accounts.  Other common responses include:  “bank
fees are too high,” “bank minimum balance requirements are too high,”
“we want to keep our financial records private,” and “we are not com-
fortable dealing with a bank.” 

Many of the unbanked report that they encounter few problems
from their status (Prescott and Tatar).  They have no financial savings
so there is no hardship from not having access to a financial institution
to safeguard such savings. They have no immediate need for credit or
do not find that their unbanked status excludes them from the credit that
they do need.  Payment services are also not problematic for a variety
of reasons.  Many receive and make few non-cash payments.  Others
cash paychecks for free at an accommodating deposit institution, 
grocery store, or other business.  Those making long-distance 
payments do so by purchasing money orders from the post office or
convenience stores. 
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Such a sanguine outlook is not, however, true for a significant frac-
tion of the unbanked.  In large urban areas, surveys indicate that some-
where between 20 and 40 percent of the unbanked pay fees to cash their
paychecks, and many of these patronize commercial check-cashing out-
lets (CCOs).  This is not surprising since check-cashing outlets provide
a range of convenient payment services in one location.  They cash pay-
checks, they sell money orders with stamped envelopes for making
long-distance payments, and they serve as agents for utility bill pay-
ments and for electronic money transfer services, such as Western
Union.  The problem created by the regular use of a CCO is that CCOs
are an expensive source for payment services.  Outside of a small num-
ber of states with strictly binding fee ceilings, most CCOs charge
between 2 and 3 percent of the face value of a check to cash it.  A fam-
ily with $18,000 in take-home pay that uses such CCOs regularly can
easily spend $400 or more of its limited annual income just to obtain
basic payment services.   

Nevertheless, it is understandable why CCO customers do not go to
a bank.  Most banks in urban areas won't cash paychecks for people
who do not have an account at the bank or who do not have an account
with sufficient funds in the account to cover the check.  It can be quite
costly for someone living from paycheck to paycheck to open a check-
ing account, even one with a low minimum-balance requirement.  It is
very easy for a person who runs his account balance down to near zero
at the end of each pay period to “bounce” checks on the account.  Each
bounced check can cost the account holder $25 to $35.  It is also expen-
sive and inconvenient for bank customers without checking accounts to
make long-distance payments.  Almost all banks charge at least $1 for
money orders, and many charge as much as $3.  Moreover, they do not
sell stamps and envelopes in which to mail the money orders so the cus-
tomer must go elsewhere to meet this need.  Finally, banks generally do
not transmit payments to utility companies nor do they serve as agents
for electronic money transfer services.

The relatively high fees that many of the unbanked incur for basic
payment services, although cause for concern, may not be the major
problem associated with their status. Ethnographic studies find that the
unbanked rarely complain about the expense or inconvenience of
obtaining payment services (Caskey, 1997b).  Rather, they complain
mainly about the insecurity and stress associated with living from pay-
check to paycheck.  This is also true of lower-income individuals with
bank accounts who consistently run down their account balances to

John P. Caskey
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near zero at the end of each pay period.  In both cases, the individuals
commonly speak of feeling physically and emotionally drained from
facing frequent personal financial crises and worrying about the ones 
to come. 

Finally, because so many of the unbanked live from paycheck to
paycheck with no financial margin of safety, many have been forced by
past personal financial crises to miss scheduled payment obligations,
such as rental, debt-service, or utility-bill payments.  Problems in their
credit histories and debt-service burdens leave a large share of the
unbanked, and a significant share of lower-income households general-
ly, cut off from mainstream credit.  When these households need short-
term loans to meet emergencies, they find informal sources of credit or
turn to high-cost formal-sector lenders such as pawnshops, car-title
lenders, payday lenders, and small loan companies.  Interest rates from
these lenders are generally over 100 percent APR and often as high as
300 percent. 

The Proposed Outreach Strategy

As noted in the introduction, I argue that the most effective and cost-
efficient means to bring the unbanked into the banking system should
involve five measures.  Here I explain each of those measures and 
their rationales.   

Participating Banks Should Open Specialized Bank Branches That Provide CCO
Services

The first step in the proposed strategy calls on participating banks to
open specialized branches that offer the full range of commercial
check-cashing services as well as standard consumer banking services.
To distinguish them from other bank branches, I call these specialized
bank branches “outlets.”  These outlets should cash low-risk paychecks
and government checks without placing a hold on the checks even for
individuals who lack deposits to cover the checks.  Since people with-
out checking accounts who cash their paychecks will need a means to
pay bills, these outlets should sell money orders and stamped envelopes
in which to mail the money orders and they should serve as an in-per-
son payment point for utility bills, cable TV bills, etc. They should also
offer a service for transferring funds by wire, especially when the out-
lets are located in areas with large numbers of recent immigrants. 

If the outlets are to be successful, banks must locate them at points
likely to be convenient for large numbers of low- and moderate-income
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households.  The outlets will need to maintain hours similar to those of
check-cashing outlets, meaning that they should be open early evenings
and on Saturdays.  Banks should also post prominent signage indicat-
ing that the outlets offer check-cashing services.  In many cases, giving
the outlets a CCO-type name, such as “Cash Express Center of Bank
X,” will serve this purpose. 

Opening such outlets serves three purposes:

● By offering CCO services in a bank branch, the bank estab-
lishes direct contact with CCO customers.  This should help
make the unbanked comfortable dealing with banks.  Over
time, banks can develop relationships with unbanked indi-
viduals that the banks can use to encourage them to take steps
to build savings and address problems in their credit records.
Simply put, banks cannot help the unbanked if they do not 
get them in the door.

● The establishment of the outlets recognizes that many CCO 
customers are likely to be slow to open deposit accounts.  As
noted earlier, many do not have month-to-month savings and
see little advantage to a deposit account.  Others do not want
deposit accounts for fear that their savings might be seized by
creditors or might make them ineligible for welfare. By
offering check-cashing services, banks can provide high
quality, relatively low-cost, payment services to such indi-
viduals who remain outside of the deposit system.  

● Banks with branches in lower-income areas often report that
it is difficult to cover the costs of these branches with tradi-
tional services since deposit mobilization is low, transaction
levels are high, and loan opportunities are limited.  If these
branches were able to find new sources of revenue, such as 
check-cashing fees, this could contribute toward making 
these branches profitable and encourage banks to open 
branches likely to attract large percentages of lower-income
households.  

Banks opening such outlets should be able to set fees for check-
cashing services that are somewhat lower than those of most check-
cashing outlets and yet sufficiently high to be profitable for the banks.
This is true for two reasons.  First, the bank outlets, which offer tradi-

John P. Caskey
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tional consumer banking services as well as check-cashing services,
should benefit from economies of scope.  Earnings from both services
can cover many of the same fixed overhead expenses.  Second, banks,
unlike commercial check-cashing outlets, have direct access to check-
clearing systems and a relatively low cost of financial capital.  This will
eliminate some of the costs that check cashers incur from the need to
clear checks through the banking system and obtain working capital. 

The Outlets Should Offer “Starter” Deposit Accounts that have Low Minimum-bal-
ance Requirements, Cannot be Overdrawn, and Include Access to Low-Cost Money
Orders for Making Long-distance Payments

In addition to check-cashing services, the outlets should provide the full
range of consumer banking services offered at the traditional branches
of the banks that own them.  This recognizes that, even in very low-
income communities, there will be significant numbers of people who
desire traditional deposit and credit services and can qualify for them.
To the extent that an outlet can attract such customers, it makes bank-
ing services more convenient for some community members and helps
to cover the costs of the outlet. 

In addition to their traditional deposit accounts, the outlets should
offer a low-cost, low-minimum-balance savings account that gives
account holders the option to purchase as many as ten money orders per
month for no more than $0.75 each.  The outlets should also offer to sell
account holders stamped envelopes and convenient processing of utili-
ty bill payments.  For qualifying households, the savings account
should include ATM and debit-card access. 

The rationale is simple.  Many lower-income individuals have a
history of writing checks that bounce or fear that they will write such
checks in the future.  This is understandable for someone who draws
down his or her account balance to near zero each month, but it can
result in large “NSF” fees.  Such individuals need deposit accounts that
cannot be overdrawn, and yet that offer an affordable and convenient
means for making long-distance payments.  A simple means to meet
this need is to offer a non-checkable transactions account and sell low-
cost money orders for long-distance payments.  A bank offering this
product could automate the dispensing of money orders to speed 
the process.   
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The Outlets Should Offer Accounts Specifically Designed to Help People Build
Savings

In addition to the savings account described above, the outlets should
offer a “savings-building” account.  Although there can be many varia-
tions in the details of savings-building accounts, research on con-
sumers' savings behavior indicates that these accounts should have sev-
eral key features.  First, in opening such an account, an individual
should pledge to make regular fixed-value contributions to the account
over a specified time period, usually a year. The timing of these con-
tributions should closely coincide with the individual's receipts of
income.  Second, the bank should permit the required periodic contri-
butions to be small, perhaps as little as $20 a month.  Third, if possible,
contributions to the account should be automatic.  The contributions,
for example, could be linked to a member's direct deposit of her salary,
or a check-cashing customer might agree to deposit $10 each time he
cashes his biweekly paychecks.  Fourth, a savings-building account
should be a separate from other accounts that the individual might own.
This helps separate the funds psychologically from savings for short-
term transaction purposes.  Finally, there should be some financial
penalty if the account owner closes the account early or if she fails to
keep her commitment to make specified deposits at regular intervals.
In imposing this penalty, such as loss of accumulated interest, the bank
should probably show some flexibility.  It might, for example, permit
one or two missed deposits before the penalty takes effect.

The psychological basis of these rules is obvious.  People have a
hard time saving on a discretionary basis, so they save most effective-
ly when the act of savings is relatively unconscious and the savings are
viewed as “locked away.” 

The Outlets Should Offer Deposit-Secured Emergency Loans to Individuals Whose
Credit Histories Make Them Ineligible for Traditional Mainstream Credit

Although the outlets can compete with commercial check-cashers, in
most cases they will not be able to provide traditional loans to people
currently borrowing in the alternative financial sector (AFS).  These
people generally have far higher risk profiles than would be prudent for
depository institutions to underwrite.  AFS firms can provide credit to
this population group by adopting labor-intensive risk-control proce-
dures, such as prompt and persistent in-person debt collection.  The out-
lets could try to follow a similar path, but collecting unsecured sub-

John P. Caskey



88 Reaching Out to the Unbanked

prime debts requires specialized skills that bank outlet employees are
unlikely to possess or develop quickly.  More importantly, in many
cases it is doubtful that a bank outlet would be providing a beneficial
service if it were to make short-term high-cost loans to financially hard-
pressed individuals. This could simply worsen the borrowers' financial
distress and the costs of the resulting consequences.  

In some cases, however, bank outlets should be able to use creative
means to meet customers’legitimate credit needs.  Banks with branch-
es in lower-income communities frequently report that many of their
customers with good credit records occasionally seek unsecured non-
revolving loans of under $1,500.  Commonly, banks do not offer such
loans because the processing and monitoring costs are high relative to
the size of the loan.  But with credit scoring and other cost-saving tech-
nologies, the outlets may be able to make fast-disbursing small-value
loans with fees that are attractive to both the customers and the banks.  

Customers with impaired credit histories will also have legitimate
needs for credit.  To help meet this need, the outlets should offer
deposit-secured loans to customers unable to pass standard credit-risk
assessments.  An outlet could, for example, issue a deposit-secured
credit card to a customer.  Or it could make a nonrevolving loan against
the balance that a member has accumulated in a savings-building
account.  When the customer repays the loan, his or her savings are still
in place.  Moreover, if outlets offer such loans, customers may be more
likely to agree to lock away their savings in savings-building accounts.

The outlets might also consider partnering with a philanthropic
foundation or community-based organization to arrange collateral for
high-risk emergency loans to individuals without savings.  As noted
earlier, many lower-income households without financial savings face
periodic financial crises caused by unexpected expenses or interrup-
tions in their incomes. When such a disruption occurs, the family may
not be able to pay the rent or fix a car needed to get to work.  This can
lead to compounding crises, such as eviction or job loss.  Sympathetic
as a bank might be, it cannot prudently make unsecured loans to high-
risk applicants in such situations.  But working with a third party, such
as a not-for-profit community-based organization (CBO), the bank can
help.  The CBO, for example, could raise funds from philanthropic
foundations and place these funds on deposit at the bank.  A family with
a poor credit record needing an emergency loan could apply to the
CBO.  If the CBO approved the loan application, the bank could book
the loan using the CBO's deposit as collateral.  Using such a process,
the bank outlet could help meet some families' legitimate needs for
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emergency loans.  By working with a bank, a CBO can leverage the
funds that it raises for such emergency loans and benefit from a bank's
expertise and efficiency in administering loans.

The Outlets Should Seek Community-Based Partners and Offer Financial Literacy
Programs

As the previous example makes clear, in launching outlets to serve the
unbanked, banks can benefit by forming partnerships with not-for-prof-
it community-based organizations. A partnership with an appropriate
CBO can bring a number of benefits to the bank and the CBO.  Most
importantly, if the CBO is well respected and well connected in the
community, it can help overcome any distrust that the community
might have of the bank's motives in opening the outlet.  The CBO can
also benefit from the partnership because it enables the CBO to bring
sophisticated financial services to the targeted neighborhood in a short
time period.  Some CBOs have tried, as an alternative strategy, to start
their own credit unions.  Most of these credit unions, however, remain
very small with limited management capacity and can offer only a very
restricted range of consumer financial products. 

In addition to forming a partnership with a CBO to launch outlets
to serve the unbanked, banks should use the outlets as bases to promote
appropriate financial literacy initiatives.  This is not to say that the out-
lets should conduct such financial counseling programs themselves.
Not only are such programs costly to offer, but banks may not be the
appropriate institutions to deliver the information.  Community-based
organizations are likely to be more effective.  Well-run CBOs under-
stand the particular financial literacy needs of their communities and
have staff who can communicate comfortably with members of their
communities.  In addition, as not-for-profit organizations, CBOs can
apply to philanthropic foundations and government agencies to fund
their financial counseling programs. 

Why it is Realistic to Expect Banks to Implement the Proposed Outreach Strategy

The paper argues that banks may well be interested in implementing the
proposed outreach strategy.  Currently, many banks maintain tradition-
al branches in lower-income areas.  In many cases, these branches book
few loans and mobilize little in the way of deposits.  Banks maintain
such branches even when they do not meet standard profitability thresh-
olds because they hope to obtain an acceptable rating under the
Community Reinvestment Act (CRA).  

John P. Caskey
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The outreach strategy advocated above is not only likely to better
meet the needs of many lower income households, but it is also likely
to offer a better return to banks than does the traditional approach while
continuing to count towards a favorable CRArating.  There are a num-
ber of measures that banks can take to ensure that they earn a relative-
ly favorable rate of return from the outlets.  The outlets should be small,
perhaps taking no more than 1,000 square feet, as do many check-cash-
ing outlets.  The outlets should have flexible staffing and banks should
consider using “souped-up” ATMs to cash paychecks, dispense money
orders, and initiate utility bill payments within the outlets.  If the ATMs
are successful, they could reduce significantly staffing costs. 

Well-located outlets should have strong revenues.  Assuming that
they attract a moderately high volume of check-cashing business and
levy check-cashing fees in the neighborhood of 1.0 to 1.5 percent, the
outlets should earn about $100,000 a year from check-cashing and
other payment service fees.  In addition to this income, the outlets will
earn income from their traditional banking services.  If these two busi-
nesses can be combined in one outlet with substantial economies of
scope (the same teller can serve check-cashing and banking customers
from the same facility), the outlets should be moderately profitable.  

There is already some evidence that the outreach strategy that I
advocate can be successful.  In 1993, Union Bank of California began
to open “Cash & Save” outlets that offer check-cashing services and
banking services in the same location.  As of early 2000, it had twelve
such outlets located in areas convenient for low- and moderate-income
households.  In addition to cashing paychecks for nondepositors for a
fee that ranges from 1.0 to 1.5 percent, the outlets offer the full range
of traditional CCO and consumer banking services.  They also offer a
savings-building account that includes access to low-cost money orders
and partner with CBOs to provide seminars on basic financial manage-
ment.  The only service that I advocate that the outlets have not pro-
vided is deposit-secured emergency loans for individuals unable to pass
traditional credit screening criteria. 

Union Bank evaluates the success of the Cash & Save outlets by
two criteria.  First, the point of opening the outlets was to test the bank's
ability to serve check-cashing customers and to help the customers
become regular banking customers.  By this criterion, Union Bank calls
its Cash & Save outlets a success.  The outlets, especially those locat-
ed in the heavily trafficked discount stores, serve large numbers of
check-cashing customers.  Moreover, the bank reports that about 40
percent of its regular check-cashing customers will use at least one tra-
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ditional bank product (deposit account, credit card, etc.) within a few
years.  Unfortunately, the bank does not report more detailed informa-
tion about its ability to help check-cashing customers make the tran-
sition into regular bank customers.  

The second criterion that Union Bank uses to judge the success of
the outlets is their profitability.  Bank managers report that the outlets
are profitable, but have not provided detailed financial information on
their operations.  The most profitable of their Cash & Save outlets have
very high volumes of check-cashing business.  These same outlets,
however, have generated only very modest levels of deposits; cus-
tomers have opened relatively few deposit accounts at these outlets and
the accounts tend to have very small balances.  In fact, in these outlets
almost 90 percent of the revenue comes from check-cashing fees.  

Conclusion

Even if this strategy were widely implemented, it would not reach all
of the unbanked.  Nor would it succeed in helping every customer to
build savings, improve credit history, and lower the cost of financial
services.  Nevertheless, with almost ten million unbanked households
in the U.S., even a modest rate of success could mean significant
improvements in the quality of life for hundreds of thousands lower-
income families.  

John P. Caskey is a Professor of Economics at Swarthmore College.
Over the past decade, his research has focused on financial institutions
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( Filene Research Institute, 1 9 9 7 ) , and Credit Unions and A s s e t
Accumulation by Lower-Income Households (Filene Research Institute,
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TH E UN B A N K E D A N D T H E
ALT E R N AT I V E FI N A N C I A L SE C T O R

Discussion Comments
Anne Kim
Progressive Policy Institute

Management believes the Company’s core customer
group is composed primarily of individuals whose
average age is 29.  They rent their house or apartment
and hold a wide variety of jobs in the service sector or
are clerical workers, craftsmen, and laborers.  These
customers tend to change jobs and residences more
often than average, have annual family income under
$30,000, often pay their bills with money orders, and
prefer the availability of immediate cash provided by
cashing checks at the Company’s stores.1

— Ace Cash Express, Inc.

The Company believes that many of its customers are
workers or independent contractors who receive pay-
ment on an irregular basis and generally in the form of
a check.  The Company’s core customer group lacks
sufficient income to accumulate assets or to build sav-
ings.  These customers rely on their current income to
cover immediate living expenses and cannot afford the
delays inherent in waiting for checks to clear through
the commercial banking system.2

— Dollar Financial Group, Inc.

The preceding quotations were taken from the most recent publicly
filed annual reports of the two largest check-cashing companies in
America today. These two companies are Ace Cash Express Inc.
(ACE) and Dollar Financial Group, Inc; (Dollar).  Together, they con-
trol about one-fifth of the check-cashing stores in the country.3

It is not a coincidence that the customer profiles described above
match quite closely in many respects to the findings of Dunham and
Rhine. The statements by Ace and Dollar illustrate very well what
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Dunham and Rhine confirm in their research:  that check cashers have
become impressively effective at targeting, catering to, and profiting
from, a potentially very vulnerable population of young, disproportion-
ately minority, working-poor, and near-poor individuals. 

The research by Dunham and Rhine also confirm an emerging
bifurcation of financial services, with one system for low-income indi-
viduals and another for the middle and upper class.  This emerging
stratification is very troubling because it signals this potential end-
result: banks for the middle class and check cashers for the poor.
Access to savings tools for the middle class but barriers to savings for
the poor.  Low-cost financial services for the middle class and high fee-
based services for the poor.  Because it is the equitable thing to do, and
also because ultimately it is good business, policymakers, banks, and
government should work together to reverse this trend toward stratifi-
cation.  Caskey has demonstrated one excellent way that this can 
be done.

Researchers have known for quite some time that a significant per-
centage of low-income individuals are either disconnected from main-
stream banks or don’t have the same level of banking relationships as
the middle class.  What research has not discovered, however, is exact-
ly why.  One common assumption has been that banks don’t put branch-
es in low-income neighborhoods.  But as Rhine notes, this is not nec-
essarily the case.  Most of the neighborhoods studied by Rhine either
had equal numbers of  banks and check cashers, or just banks.  

Another common assumption made has been that bank fees are too
high.  And this, in part, is true, as discussed below.  But Dunham and
Rhine have found a much more significant reason why so many low-
income people are either unbanked or underbanked. And the reason is
this: mainstream banking institutions simply do not offer, at least in any
affordable way, the types of financial services that match the spending
and saving behaviors of low-income workers.   

One example is the finding by both Dunham and Rhine that many
check cashing customers also hold bank accounts. This finding runs
counter to the conventional assumption that if a person becomes
banked, he no longer needs to use check cashers.  But Dunham and
Rhine have found that that is not the case.  As the management of Ace
Cash Express also knows, low-income workers both want and are will-
ing to pay for immediate access to their paychecks.  This is something
banks will not do, especially for low-deposit customers.  

Another example of this mismatch between needs and services is
illustrated by Dunham’s somewhat surprising finding that for many
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people, check cashers are cheaper than banks, although this comparison
is relative.  Because this finding also runs counter to conventional
assumptions, a real-life illustration will prove this point.

In one of the neighborhoods located southeast of Capitol Hill, there
are two financial service providers on a single block — one is Ace Cash
Express, and the other is a branch office for one of the three largest
banks in America, which for purposes of this illustration will be called
“Mainstream Bank.”

Ace charges its customers 89 cents per money order, and check-
cashing fees run a sliding scale that depends on the size of the check.
For checks over $250, for example, the fee is 2 percent of the face
amount of the check plus $.99.  A $700 check, therefore, costs $15 
to cash.  

Mainstream Bank, by contrast, charges $7.50 a month for a basic
checking account, or  $90 a year, and $5.00 a month for a basic savings
account, or $60 a year. Together, the annual cost of the two accounts 
is $150.  

If an individual can avoid all check-cashing fees, as Dunham says
many do, and his only expense is for money orders, then a check cash-
er is the cheaper choice.  For example, four money orders a month
(which is more than Dunham’s average) will cost four times 89 cents
times 12, or $42.72 a year — about half the cost of a checking account
at Mainstream Bank, and a third of the cost of holding both checking
and savings accounts. 

Moreover, maintenance fees are probably not going to be the only
fees that the typical low-income customer will pay. If a customer
bounces a check, which he is very likely to do given his low income,
the likelihood of low balances in his account, and the uncertainty over
when exactly checks will clear, Mainstream Bank will charge this cus-
tomer $30 for each bounced check.   One bounced check all year will
increase a customer’s annual costs to $175.  And there is yet one more
barrier to opening an account, which is the $100 opening balance.

The cost picture does change if an individual uses check-cashing
services. For example, a very low-wage worker who takes home $700
a month will spend $180 a year just to cash those checks.  Add in fees
for money orders and costs begin to pile up rapidly.

In both cases, however, the fees are high, especially since wealthi-
er people can often avoid charges by maintaining minimum balances.
(As an aside, Mainstream Bank is not a particularly expensive bank in
terms of fees.)  According to the Federal Reserve, the average mainte-
nance fee charged by big banks for a simple checking account is even

Anne Kim
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higher than the fee used in this example.  In fact, the average fee
charged by large banks is $8.20 a month.4

But again, fees are not the principal barrier to becoming banked.
As Caskey notes, the federal government has initiated a couple of 
programs to encourage the creation of very low-cost accounts.  But also
as Caskey notes, these programs have not taken off in popularity. The
lack of appropriate services offered by mainstream banks is as signifi-
cant a barrier as high fees.  Because of these combined deficiencies, 
it should come as no surprise that check cashers are thriving.   

Thriving is precisely what check-cashing institutions are doing.
Dunham contends that fewer people than expected use check cashers
and that the fees paid by most people do not reach exorbitant heights.
The size and profitability of the check-cashing industry, however, seem
to belie that conclusion.  Again, some real-life examples.

As mentioned before, the top two check cashers in the country are
Ace and Dollar. There are only about five other large companies in the
industry, and the rest of the nation’s check-cashing stores are small-
time, corner store operations. Ace and Dollar, however, are emblemat-
ic of both the growth and consolidation that’s currently going on in this
industry.  For example, in 1993, Ace owned 276 stores in 10 cities.  By
last summer, Ace owned more than three times as many stores in 272
cities.  Similarly, Dollar now owns six times as many stores as it did
only five years ago.

Why such growth?  It’s because of the potential for big profits.  In
the last fiscal year, total revenues for Ace equaled about $140 million,
and its net income (about $9 million) was more than double what it was
five years ago.5 Dollar, which was in the red two years ago, made prof-
its last year of about $5.5 million, off revenues of $166 million.6 This
is a great deal of money stripped from the pockets of minority low-
income workers.  Ace and Dollar also represent only about one-fifth of
the total check-cashing market.  Data on the profitability of check cash-
ers generally does not appear to be available, but it is possible to extrap-
olate to some extent.  Rhine notes that, according to the industry’s trade
association, check cashers nationwide cash $55 billion in checks a year.
If average fees total three percent of the face value of this amount, rev-
enues for the industry would total $1.65 billion dollars a year.

One of the reasons check cashers are so profitable is that the fees
they charge are far in excess of actual risk. Check cashers say they
charge the fees because they are assuming the risk that the check being
cashed could eventually bounce.  Most of the checks cashed by these
institutions, however, are issued by governments and employers, and
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not, for example, by a customer’s next-door neighbor.  In fact, many
check cashers have policies not to cash those kinds of personal checks.
In other words, the risk is small, and the profits are big. 

Here’s an illustration:  Last year, Ace and Dollar together cashed
about $6.5 billion in checks.  The value of the bad checks among these
checks, that is, the checks these companies could not collect upon at all,
totaled less than one-fourth of one percent of this amount.  Meanwhile,
Ace was collecting an average fee of 2.2 percent of face value, and
Dollar was collecting an average fee of 3.5 percent of face value.7

Payday lending is an even bigger money maker. At Ace, for exam-
ple, the amount of the average payday loan is $220, and the average fee
is $31.80.8 For a two-week loan, which is the usual term, the interest
rate works out to about 14 percent.  But if this rate annualizes, the true
interest rate turns out to be about 360 percent a year.

The bifurcation in financial services discussed at the beginning of
these comments is perhaps the most significant reason why check cash-
ers and payday lenders have made so much money.  In other words, half
the players are sitting on the bench.  Mainstream banks are not com-
peting effectively or perhaps even willingly to provide the services low-
income people both want and need.  

First, a threshold question: Why does this matter?  What’s wrong
with a dual market?  After all, if Neiman Marcus and Target can co-
exist to serve different segments of the market, why should banking
services be any different?  There are several answers to this question.  

First of all, society should strive to lower the high costs of being
poor.  Compared to the vast majority of the attendees at this conference,
low-income people pay a lot more for financial services, both in
absolute dollars and relative to their income, regardless of whether they
use check cashers or banks.   Second, this second-tier market develop-
ing for low-income people does not provide access to the same tools for
asset creation that middle-class people take for granted.  Check cashers
do not offer savings accounts and in fact encourage their customers to
spend as much money as possible, if not on check-cashing services,
then on lottery tickets, prepaid phone cards, cellphones, and other
“extras” provided by these institutions.  Third, the research by Dunham
and Rhine supports the contention that the need for hybrid financial
institutions exists.  As they document, many people use a combination
of banks and currency exchanges to meet their financial service needs.
Why not be efficient and create “one-stop shops?”  

And one-stop shops are exactly what C a s key r e c o m m e n d s .
Because competition is always a better option than regulation, the best

Anne Kim
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way to get lower prices and better service is to encourage more players
to enter the market.  Caskey has outlined an excellent strategy for how
mainstream banks can effectively serve low-income communities while
at the same time, as the saying goes, well by doing good.  

But perhaps the financial-services industry can go even farther.
The growth of the check-cashing industry has been portrayed so far as
a wholly negative phenomenon.  With the right encouragement, how-
ever, check cashers could potentially become part of the solution, rather
than part of the problem.  To make this possible requires the creation of
the right kinds of partnerships with banks.  If banks and currency
exchanges can reach across the aisle toward each other, they can,
together, create hybrid institutions that offer a full menu of financial
services, including low-cost savings products.   

This strategy could work for the following reasons:

First, check cashers already have the infrastructure to reach low-income
communities, with 6,000 outlets nationwide and counting.  Second, as
they have abundantly demonstrated, they have refined their ability to
market products effectively. There is no reason why banks cannot and
should not leverage that.  Third, the ongoing consolidation in the check-
cashing industry has created the big players necessary to enter large-
scale partnerships with mainstream banks.  Finally, some of this
hybridization is already beginning to happen, and now is the time to
shape the direction this hybridization is taking.  

As happens to all maturing industries, check cashers have “gone
corporate.”  In recent years, the industry has attempted to downplay the
neon signs and bulletproof glass and put more emphasis on buffing up
its image.  For example, what was once the National Check Cashers
Association is now the Financial Service Centers of America.  

The industry has also become more creative and more diverse, but
not necessarily in ways that are beneficial to low-income people. In
New York, New Jersey, and Connecticut, for example, check cashers
have created something called PAYNET.  PAYNET permits employers
to send paychecks straight to check cashers, and employees can pay a
slightly “discounted” fee to access their wages.9

Check cashers have also partnered with banks to create a special
“debit” card that allows customers to make withdrawals from either
electronically transferred federal benefits or from employer paychecks.
This program, however, only provides for spending, not savings, and
there is no savings feature attached to this product.  But there could be.
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And there should be.  Products such as these are where the potential for
hybridization lies.  In fact, in one pilot project in the Bronx, two check
cashers have teamed up with a credit union  to offer a full menu of
financial services, from check cashing to simple savings products.10 If
check cashers are really trying to become more mainstream, banks, pol-
icymakers, and government can help make sure this happens. 

In conclusion, mainstream banks need to see what check cashers
already know: that low-income communities can be a profitable mar-
ket.  But to tap into this market, banks will need the courage to venture
outside their traditional business.  This risk, however, is one that banks
should find worth taking.  

Anne Kim is Director of the Work, Family and Community Project at the
Progressive Policy Institute in Washington, D.C., a think tank affiliated
with the Democratic Leadership Council. Prior to joining PPI, she
p racticed law in the private sector for fi rms in New Yo rk and
Washington, D.C.  She holds a bachelor’s degree in journalism from 
the University of Missouri-Columbia and a J.D. with honors from 
Duke University, where she served as the research editor for the Duke
Law Journal.
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In recent years, commercial banks have moved toward automated forms
of underwriting and away from the judgmental review of loan applica-
tions.  This paper employs unique bank loan-level data from a scoring
lender to assess the impact of different underwriting approaches on
applicant outcomes. To determine whether automated underwriting
exhibits a potential “disparate impact” across income strata [high-
income versus low- to moderate-income (LMI)], we compare outcomes
created under two scoring approaches relative to a “judgmental”
underwriting approach. We find that strict application of this custom
scoring model leads to higher denial rates for LMI borrowers when
compared with both a naive judgmental system and a bureau-scoring
approach. We also identify the custom scorecard variables that produce
the disparities in applicant denial rates. These results suggest that
financial regulators should focus more resources on the evaluation 
and study of customized scoring models. Future research should exam-
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ine additional ways to reduce or minimize these denial differentials. For
example, in testing alternative scoring approaches, the institution or
agency should include an assessment of the impact of employing non-
traditional creditworthiness variables (e.g., rent or utility payments) on
the approval/denial decision for LMI applicants relative to upper-
income applicants.

Introduction

Statistically based credit decision-making systems were pioneered dur-
ing the late 1950s but only saw mainstream use during the 1990s as the
depth and breadth of electronic credit information increased.1 These
statistically based techniques are commonly referred to as “credit scor-
ing” models.  Initially, scoring models were employed in the consumer-
credit portfolios of most major banks and credit card issuers to increase
the speed of the credit decision, enhance the uniformity of the decision
process, and reduce the overall costs of decision making. The relative
homogeneity of this type of credit and the wide availability of per-
formance data on applicants made the initial implementation of scoring
models by these lenders successful and profitable.

In recent years, scoring models have migrated to other areas of the
lending portfolio, including mortgage and small business loans.  In fact,
the use of credit scoring models has become widespread in the mort-
gage-lending industry over the past 10 to 15 years.  In addition to its use
in the underwriting process, credit scoring is also employed by second-
ary market purchasers of mortgage loans as a means of pricing credit or
default risk, including development and use of such models by the gov-
ernment-sponsored enterprises (GSEs) and by providers of private
mortgage insurance.

The growing importance of credit scoring in the allocation of mort-
gage credit led to the current debate about scoring’s impact on the flow
of credit to certain segments of the applicant population.  Proponents of
credit scoring and of the “automated underwriting” process that bene-
fits from its use, argue that it lowers the overall cost of making credit
available to consumers, while simultaneously increasing the speed and
objectivity of the underwriting decisions.2 For example, Calem and
Wachter (1999) argue that scoring benefits lenders and borrowers alike
by increasing the efficiency of the credit review process and reducing
the likelihood of delinquency.  Detractors of credit scoring models
argue, however, that the underwriting variables employed and the
weights assigned to each variable are based on the payment perform-
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ance of traditional consumers.3 As such, scores generated by these
models may not accurately portray the creditworthiness of underrepre-
sented groups in the applicant pool, such as low-income and minority
applicants — groups that constitute a larger fraction of first-time home
buyers.  In particular, scoring models typically omit certain nontradi-
tional indicators of credit performance, such as rent and utility payment
histories, which are important components of credit performance for
many low-income applicants.4 A primary conjecture of this paper is
that custom credit scoring systems that employ application-level infor-
mation in addition to credit report data yield a disparity in low-income
denials relative to upper income denials, since these scoring systems
neglect compensating factors, or additional creditworthiness-related
attributes, that are more common for low-income applicants.5 To test
this hypothesis, we employ unique data on unsecured, home improve-
ment loans from a large lender using an overlay system of both custom
and credit bureau scores in the underwriting process.6

Credit Scoring and Potential Disparate Impact

What are credit scores?  Credit scores are statistically derived measures
of creditworthiness that rank credit applicants according to their degree
of credit or default risk.7 A score is typically associated with an odds
ratio, addressing the question: How many applicants are likely to exhib-
it payment streams that become delinquent (or default) at the corre-
sponding score?  Although the models do not predict the absolute level
of risk or which borrowers within a score range are likely to perform
poorly, the literature has shown them to be effective tools for rank-
ordering the risk of applicants (See Avery, Bostic, Calem, and Canner,
1996; Freddie Mac, 1996; and Pierzchalski, 1996).  

Previous literature assessing the influence of credit scoring in the
underwriting process is sparse and focuses solely on the role of bureau
scores in that process.  For example, Avery, Bostic, Calem, and Canner
(2000) examine several statistical issues related to credit scoring using
aggregate data.  They find significant variation in bureau scores across
a number of economic, geographic, and demographic groups, suggest-
ing that the omitted variables and under-representation issues warrant
further attention.

This paper extends the Avery et al research by examining loan-level
data and underwriting decisions of a bank employing a custom scoring
model. To our knowledge, this is the first paper to evaluate the under-
writing decisions derived from customized, credit bureau and judg-
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mental approaches and to demonstrate how these outcomes vary by
income group.8 We find that the custom-scorecard decisions lead to
even larger disparities in high income versus low- to moderate-income
denial rates than those disparities created using either the credit bureau
score or the “judgmental” model approach.  These results suggest that
the issues of both omitted variable bias and the under-representation of
certain subpopulations (e.g., LMI) in model development may be even
greater for some customized models.

Data Description and Empirical Methods

This paper analyzes 1996 data on 2,266 unsecured, home improvement
loan applications drawn from a large regional lender’s activities in a
single Metropolitan Statistical Area (MSA). As such, the pool of cred-
its is relatively homogeneous and the underwriting standards relatively
stable across time.  The application-level data also include information
on the income from the application, the bureau and custom credit
scores, and the score attributes, or individual score loadings, for all
applicants.  LMI individuals are defined as those with incomes below
the U.S. Department of Housing and Urban Development’s 1996 MSA
median income for this geography, while upper-income applicants are
defined as those with incomes at or above the MSA median income.9

Descriptive Statistics

Table 1 contains the breakdown of the 2,266 applications by income
group.  There are 1,698 applications from LMI applicants, accounting
for 74.9 percent of the sample and 568 applications from upper-income
applicants, accounting for 25.1 percent of the sample.  As such, the
sample has a reasonable balance and sufficient representation for both
groups to perform hypothesis testing.  Table 2 describes the data over-
all and then bifurcated by income group.  From the mean difference test
on application income, we see that LMI applicants have significantly
lower incomes than upper-income applicants ($23,176 vs. $81,267), as
expected.  The mean difference tests for credit bureau scores and for
custom credit scores are more revealing, however, as LMI applicants
overall have significantly lower credit scores relative to upper-income
applicants for both the custom (189 vs. 218) and bureau (661 vs. 678)
score measures.10

Table 2 also provides the difference of means tests and distribu-
tional comparisons for the individual attributes, or factor loadings, of
the custom scorecard.  These attributes include: Time at current
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address, Number of bank trade lines, Finance company credit inquiries,
Overall credit inquiries, Number of times 30 to 60 days late, Applicant
income, Trade lines opened in less than 1 year, Highest revolving cred-
it limit, Number of satisfactory credits, and Age of the credit bureau
trade file in months.  The two groups, LMI and upper income, reveal
significant statistical differences across each of these attributes except
Finance company credit inquiries and Overall credit inquiries.  The
only scorecard attribute on which LMI applicants fare better is Time at
current address. This longer stay in residence may indicate a lack of
upward mobility by these applicants, providing some evidence that risk
characteristics may not be the same across income strata. 

Table 3 contains the frequencies of application outcomes shown
three different ways: Actual outcomes, Credit bureau-scored outcomes,
and Custom-scored outcomes.  Panel A reveals the breakdown of actu-
al outcomes into approvals and denials, by income group as rendered
by the lender.  Of 1,698 LMI applicants, 890 were approved represent-
ing an approval rate of 52.41 percent.  Of 568 upper income applicants,
431 were approved, resulting in an approval rate of 75.88 percent.  The
difference between these two approval rates, representing a disparity of
23.47 percentage points in favor of upper-income applicants, is statisti-
cally significant at the 99 percent level (Chi square statistic of 96.40).

Panel B of Table 3 details the approval and denial breakdown sce-
nario should the applicants have been judged solely on the merits of the
credit bureau score, using the cutoff score of 651 to create a denial rate
for the group, which is identical to the overall actual denial rate for the
sample, 41.7 percent.  In this instance, the disparity in denial rates nar-
rows from the original case of 23.47 percentage points to a disparity of
11.4 percentage points (44.52 percent LMI denials vs. 33.10 percent
upper-income denials).  The final panel of Table 3, Panel C, contains
the approval and denial breakdown scenario should the applicants have
been judged solely on the merits of the custom credit score, using the
cutoff score of 191 to recreate the overall actual denial rate of 41.7 per-
cent in the sample.  In this instance, the difference in denial rates
between LMI and upper-income applicants widens relative to the 
other two instances studied, to more than 30 percentage points, and 
represents the largest disparity among these three possible 
underwriting scenarios.

To recap, the results from Table 3 show that the actual bank deci-
sions strike a middle ground between those dictated by the strict appli-
cation of a custom credit score and the strict application of a credit
bureau score.  The most noticeable result, however, is the lower dispar-
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ity that emerges through the strict application of the credit bureau score.
This result may reflect the fact that credit bureaus do not have similar
information sets relative to the banks (e.g., income, time at address) or
alternatively, credit bureaus may be more concerned with disparate
impact issues.11

Empirical Methods

To assess the benefit of adding non-traditional credit information either
to the credit bureau score approach or to the custom credit score
approach, we use a three-step process for hypothesis testing.  First,
using the entire dataset, we create two separate logistic regression mod-
els — a judgmental model and a custom score model.  The “judgmen-
tal” underwriting model employs the factors that a typical judgmental
underwriter considers in making a credit determination, including the
bureau score, the number of major derogatories, the number of minor
derogatories, and whether a prior relationship existed with this lender.
As a result, this judgmental model compliments the generic credit
bureau score with a typical list of bank-specific factors an underwriter
may employ in gauging the likelihood of loan repayment for a particu-
lar applicant.  The resulting applicant-level probabilities of approval are
used to “score” the applications based on the prima facie probability of
denial of 41.7 percent.  We classify the outcomes from the judgmental
system in the same manner as we do for the custom score model.  The
custom score approach solely uses the attributes of the custom score
model.  We compare the denial disparity rates across these two under-
writing models for LMI versus upper-income individuals to determine
which of these approaches offers the lower disparity.

Second, since scholars and practitioners alike have shown under-
writing models to perform differently for the overall population when
compared with “marginal” credit applicants, we examine a similar set
of tests for a group of marginal applicants.  These marginal applicants
represent those that have either characteristics or scores that are closer
to the cutoff than the scores of the general applicant population.  We
define marginal applicants as applicants receiving an aggregate custom
score of between 195 and 210.  This group includes 444 applicants, or
20 percent of the overall sample.

Finally, after comparing the disparities across the two underwriting
approaches, we identify three factors (the number of finance company
inquiries, length of credit history, and applicant income) in the custom
score model that drive the denial rate disparity between LMI and upper-
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income applicants in a custom scoring approach.  We remove these
three factors to determine the effect on the probabilities of approval
across the two groups.12

Results

Overall Sample

Table 4 contains the outcomes for the judgmental underwriting model
for the full sample.  Using the weights derived from the logistic regres-
sion, the probability of approval derived from the judgmental model for
each applicant, and the prima facie cutoff of 41.7 percent, we classify
each of the applicants as either an approval or a denial in Panel A of
Table 4.  The resulting disparity in denial rates for the two groups is
13.0 percentage points, substantially smaller than the 30.8 percentage
points disparity presented in the final panel of Table 3, where the cus-
tom score was used as the sole underwriting criteria.  

Panel B of Table 4 contains the outcomes from the logistic regres-
sion using the 10 factors from the custom score underwriting model.
Using the same classification approach, we separate the applicants into
two groups based on income, as either approvals or denials, in Panel C
of Table 4.  The resulting denial of 24.7 percentage points disparity
between these two groups is roughly double the judgmental model dis-
parity reported in Panel A. 

In sum, both approaches – judgmental and scorecard – result in sig-
nificant disparities between LMI and upper-income applicants.  On fur-
ther review, however, the results show that the smaller of the two dis-
parities is for the judgmental credit underwriting approach, affirming
the null hypothesis that judgmental systems reduce the denial disparity
between LMI and upper-income applicants over a custom credit scor-
ing system, ceteris paribus.

Marginal Applicant Focus

As previously discussed, the benefit or disbenefit of credit scoring
tends to be illustrated best when reviewing marginal applicants.
Marginal applicants are those with credit scores that are at or near the
cutoff for denial.  For our tests on the marginal sample, we show the
breakdown across income groups in Panel A of Table 5.  For the LMI
group, the actual denial percentage from the decision file is 23.7 per-
cent and for the upper income group, the denial percentage is 22.05 per-
cent.  As expected for the marginal sample, these two proportions
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across income groups are not statistically different at the weakest per-
missible statistical level of 90 percent.

Panel B of Table 5 employs the same judgmental underwriting
model constructed for the overall sample in Table 4 and applies it to the
subpopulation of marginal applicants.  Using the prima facie cutoff of
23.4 percent for the entire marginal sample, we classify each of the
applicants as either an approval or a denial in Panel B of Table 5.  Of
the 317 LMI applicants, 63 are denied using this rule, resulting in a
denial rate of 19.9 percent.  Forty-one of the 127 upper-income appli-
cants are denied using this rule, resulting in a denial rate of 32.3 per-
cent.  The stated disparity is 12.4 percent in favor of LMI applicants
and is statistically significant.

Panel C of Table 5 shows the outcomes for the 10-factor custom
score model for the marginal sample. Here the disparity remains in
favor of LMI applicants, but the size of the disparity is reduced by more
than 60 percent to 4.7 percent versus the disparity from the judgmental
system.  This result provides further support for the null hypothesis that
judgmental systems result in lower denial disparity between low-
income and upper-income applicants compared with custom systems.

In our final test, we re-estimate the custom factor model after omit-
ting the three variables argued by credit scoring detractors as likely to
result in disparate impact.  These variables include Applicant income,
the Number of finance company inquiries, and the Highest revolving
credit limit.  Detractors have argued that income and credit limits are
not robust predictors of creditworthiness and, therefore, should be
scaled in a manner that better reflects the borrower’s ability to pay, such
as the debt-to-income ratio and the current debt-to-credit limit. Finally,
given that low-income and minority borrowers are more likely to use
nontraditional financial providers (e.g., finance companies), the inclu-
sion of the Number of finance company inquiries has also been attacked
as having the potential to disparately impact these groups by creating
abnormally high rates of incidence. 

For both samples, the full and the marginal, the seven-factor model
results in significantly lower disparities than those derived from the full
10-factor custom model, confirming the hypothesis that use of these
three variables increases the likelihood of denial for LMI applicants.
For example, the full sample denial disparity in the seven-factor model
is 14.4 percentage points, compared with a disparity of 24.7 percentage
points from application of the 10-factor model (results are not shown
due to space constraints).  Similarly, the marginal group disparity is
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10.5 percentage points in favor of LMI applicants in the seven-factor
model, which is more than twice the 4.7 percent favorable disparity of
the 10-factor model.  When comparing these custom model disparities
with the outcomes of the judgmental model in both the full sample and
the marginal sample, however, the judgmental results are still more
favorable to LMI applicants.

Conclusions

As a result of the underwriting evolution toward the use of credit scor-
ing in mortgage lending, scoring is at the forefront of the policy debate
surrounding fair lending and potential disparate impact.  Using 1996
loan application data on home improvement loans from a large com-
mercial bank, we develop a framework for examining whether this sys-
tem of credit scoring leads to more significant denial disparities
between LMI applicants versus upper-income applicants when com-
pared with disparities observed from a judgmental underwriting
approach.  We hypothesize that custom credit scoring systems result in
larger disparities for LMI applicants, since these models neglect com-
pensating or nontraditional credit factors that are more common for
LMI applicants.  Our findings confirm this hypothesis.

These findings are important for the current policy debate over the
effect of credit scoring on LMI applicants.  Proponents of credit scor-
ing technology point out that scoring improves the objectivity of the
loan decision and lowers the overall cost and time required to under-
write loans.  Scoring detractors, however, are concerned that these
models lack sufficient flexibility and often omit information important
to the credit profile of LMI and minority applicants.  Our findings lend
support to the latter argument.  In sum, we show that use of a custom
credit score as the sole criteria in underwriting home improvement loan
applications results in larger denial disparities between LMI versus
upper-income applicants, ceteris paribus.

Finally, the results have important implications for bank supervi-
sion. Currently, bank supervisors, financial regulators, and researchers
focus their fair lending concern on dealing with disparate treatment.
The next generation of fair lending research, however, should begin to
tackle issues related to the potential disparate impact of credit scoring.
This need is especially high for internally-developed scoring models
that have not been subject to much external scrutiny.

Although this paper focuses on the implementation of a single cred-
it scoring model and the resulting underwriting disparities, future
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research must extend these results with loan performance data.  Such
research would determine if the inclusion of potentially discriminatory
variables resulted from business necessity, in that these variables sig-
nificantly influence the likelihood of default or default loss.  If the
potentially discriminatory variable(s) shows a strong relation to delin-
quency or default, research should assess the adequacy of alternative
credit scoring variables that have a smaller adverse impact on certain
segments of the population while maintaining or improving the predic-
tiveness of delinquency or default.
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Notes
1 See Edward M. Lewis (1994), An Introduction to Credit Scoring for a history of

credit scoring models.

2 Fair Isaac, one of the primary developers of scoring models employed by banks, esti-
mates that when a bank changes from a judgmental to a scoring system they have a
20 to 30 percent increase in the number of applicants accepted with no increase in
the loss rate. This is in addition to the reduction in processing costs and faster turn-
around time.

3 Traditional consumers include upper-income individuals with fairly extensive and
long lasting credit histories. 

4 Banks and the credit bureaus do not collect or employ nontraditional forms of cred-
itworthiness, such as information on payment history of utility bills and rent pay-
ments in their scoring models.  Thus, it is argued by detractors of credit scoring 
that these models may not gauge adequately the true risk of this segment of 
the population. 

5 In recent years, these issues have been compounded by the fact that some subprime
lenders, those that typically serve nontraditional groups, have neglected to report
positive information on payment histories to credit bureaus to keep these profitable,
but “high risk,” customers captive.  This omitted information further reduces the
strength of  scores for lower-income applicants. See “Credit Bureaus Move Against
Lenders that Withhold Information,” American Banker, December 30, 1999.

6 Lending discrimination can take one of three forms: overt discrimination, disparate
treatment, and disparate impact.  Given the nature of how scoring models are devel -
oped, the first two forms of discrimination generally are moot when fully imple-
menting a scoring model.  Thus, disparate impact is the primary concern.  However,
the best way to determine whether scoring models have a potential disparate impact
is to employ performance data. Unfortunately, we have been unable to obtain 
this information. 

7 This paper is concerned solely with the influence of scoring on the approval/denial
decision. Scoring type models are used by banks for various other functions, 
including increasing or decreasing credit lines or loan rates and in the loan 
monitoring process.  

8 Van Order and Zorn (2000) examine mortgage loan default and loss rates by income
levels and find that lower-income neighborhoods experience somewhat higher loss
and default rates.  Mills and Lubuele (1994), using a limited data set, conclude that
LMI mortgages perform better than their high-income counterparts.  Neither of these
studies, however, controls for applicant credit history.

9 The median MSAincome is not reported to protect the identity of the lender.

10 Bureau scores can range anywhere from 400 to more than 800, while the custom card
under investigation is scaled in a different manner and ranges from 50 to 276.
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11 The focus of fair lending exams at commercial banks typically analyzes disparate
treatment issues with very little focus on disparate impact. 

12 Detractors of scoring models have argued against using debt to income, rather than
income as a measure of ability to pay.  Separately, other detractors have argued that
both the use of finance company inquiries and income should not be used in models
because of their high correlation with applicant race.
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The community development venture capital (CDVC) industry consists
of domestic and international organizations that use the investment
tools of venture capital to create jobs, entrepreneurial capacity, and
wealth that benefit low-income people and distressed communities.
CDVC providers make equity and near-equity investments in small
businesses with the intention of producing a “double bottom line” of
financial and social returns, including livable wage jobs and healthy
communities.  This paper describes and analyzes the domestic CDVC
industry, compares CDVC to other forms of venture capital, and pro-
vides an overview of recent CDVC industry trends.  

Credit alone is not the answer.  Businesses must have equity capital
before they are considered viable candidates for debt financing.  Equity
acts as a buffer against the vagaries of the marketplace and is a sign of
the creditworthiness of a business enterprise. The more opaque the
business operations, or the newer the firm, the greater the importance
of the equity base.

Alan Greenspan
Federal Reserve Conference, March 1999

Access to equity capital is critical for business success, especially for
young companies, which lack the cash flows necessary for debt repay-
ment.  The creation and growth of such companies is the path to revi-
talization for many depressed regions and a means to economic oppor-
tunity for low-income populations (Eisinger, 1988).  
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Fostering such economic revitalization is the goal of the communi-
ty development venture capital (CDVC) industry, a group of domestic
and international organizations that use the tools of venture capital to
create jobs, entrepreneurial capacity, and wealth to benefit low-income
people and distressed communities.  CDVC providers make equity and
near-equity investments in small businesses with the intention of pro-
ducing a “double-bottom line” of financial and social benefits, includ-
ing livable wage jobs and stronger communities.

Equity investments consist of preferred and common stock.  Near-
equity investments consist of debt that is convertible to equity and debt
with warrants, royalties, or participation payments.  Near-equity can be
structured to act like equity, with deferred payments that give young
firms the patient capital they need in their early years.  

This paper will describe and analyze the domestic CDVC industry,
compare CDVC to other forms of venture capital, and review recent
CDVC industry trends.  The data for this paper come from a multi-year,
ongoing research project that is the first comprehensive examination of
community development venture capital.  It includes three years of
open-ended interviews, case studies, and interactive surveys of all
existing domestic CDVC providers.  This paper updates earlier findings
by including data through December 31, 2000.

The paper is organized as follows: The first section discusses com-
munity development venture capital in the context of other alternative
forms of venture capital.  The second section provides a history of the
domestic CDVC industry. The third section describes the industry’s
composition and capitalization.  The fourth section analyzes CDVC
investments.  The fifth section examines fund-level issues, such as legal
structures, boards of directors, investment committees, and operating
costs. The sixth section discusses the domestic industry’s financial and
social performance to date.  The paper concludes with a review of
recent industry trends.

Alternative Forms of Venture Capital

Community development venture capital has arisen in response to the
limitations of the private venture capital industry. The most significant
of these limitations is the fact that most regions of the U.S. have little
access to private venture capital because the venture capital industry is
geographically concentrated in only a handful of states.  In 1999, 
just five states accounted for more than 67 percent of the total 
dollars invested in the U.S. (NVCA, 2000).  Forty-three percent 
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of all the investments made by private venture capital firms 
went to the state of California alone, with 80 percent of that total invest-
ed solely in the northern California/Silicon Valley region
(PricewaterhouseCoopers, 2000).  

Even in those states where equity capital is more readily available,
it is increasingly concentrated by industry and deal size.  More than 90
percent of all private venture capital investments made during 1999 was
in technology-related businesses (PricewaterhouseCoopers, 2000), and
the average venture capital investment was $13.2 million (NVCA,
2000).  As a result, companies seeking investments of $1 million or
less, in non-technology related industries, have a very difficult time
attracting patient capital.  This difficulty is only exacerbated if those
companies are located in low-income areas, which are often under-
served by traditional financial institutions.  

Federal and state governments have tried to address the limitations
of the traditional venture capital industry.  Both small business invest-
ment companies (SBICs) and state-sponsored venture capital programs
were created for that purpose.  Unlike community development venture
capital, however, these approaches do not specifically target low- and
moderate-income communities.     

SBIC Programs 

Congress created the Small Business Investment Companies program
in 1958.  At that time, the domestic venture capital industry was small
and lacked a visible institutional structure (Fenn & Liang, 1995).
SBICs were designed to provide early-stage business finance and
thereby increase the supply of venture capital (Gompers, 1994).  SBICs
are privately owned and operated companies that make equity and debt
investments in small businesses, with the intention of maximizing prof-
its for SBIC investors.  They are licensed by the U.S. Small Business
Administration, which also provides them with access to matching
investment capital.   As of September 30, 2000, 336 SBICs were in
operation with more than $10 billion in private capital under manage-
ment (SBA, 2001c).  

In 1972, Congress expanded the SBIC program by creating
Minority Enterprise Small Business Investment Companies
(MESBICs) to provide access to equity and debt to minority entrepre-
neurs (Bates, 1997).  MESBICs were subsequently renamed
Specialized Small Business Investment Companies (SSBICs), and their
mission was broadened to serve “the needs of entrepreneurs who have
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been denied the opportunity to own and operate a business because of
social or economic disadvantage” (SBA, 2001e).  

In 1996, Congress ended the issuance of new SSBIC licenses but
allowed existing SSBICs to continue operations (SBA, 2001e).  As of
September 30, 2000, only 59 of the 286 SSBICs licensed over the life
of the program were still active.  The 59 funds had a combined total of
$143 million in private capital under management (SBA, 2001d).  

State-Sponsored Venture Capital

State-sponsored venture capital programs emerged in the early 1970s,
at a time when the venture capital industry was underfunded and actu-
ally appeared to be in decline.  Until that time, traditional state
approaches to economic development had consisted almost entirely of
“smokestack chasing” — the use of tax breaks, public subsidies, and
relatively low wages to lure existing businesses from elsewhere in the
country (Eisinger, 1988; Osborne, 1990).  

The first state-sponsored programs were created in Connecticut and
Massachusetts in the hope of addressing imperfections in the financial
markets.  In the late 1970s and early 1980s, a small group of 
former Massachusetts development officials helped diffuse the idea 
of state-sponsored venture capital funds to the rest of the nation 
(Osborne, 1990).  

By capitalizing funds that invested only in specific geographies,
states hoped to encourage local small business formation and growth in
order to create jobs and enhance their tax base (Eisinger, 1991). 
As of 2000, more than 30 states were operating one or more such funds,
with an additional 19 states offering tax credits or other incentives for
individuals or businesses that made local equity investments (Barkley,
et al, 2000). 

Poverty Alleviation versus Growth:  The Need for CDVC

Although both SBICs and state-sponsored venture capital were intend-
ed to spur economic growth and job creation, only SSBICs were creat-
ed specifically to serve disadvantaged populations.  SSBICs do so by
investing in minority-owned businesses.  For the most part, they do not
take into consideration the economic standing of the entrepreneur or her
employees.  Furthermore, the majority of the 59 SSBICs that still oper-
ate are very small, with a median $1.7 million of private capital under
management (SBA, 2001d).  The program’s small size significantly
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limits its impact, especially since the SBA can no longer grant licenses
to new SSBICs. 

More generally, the broader economic growth objectives of the
SBIC and state venture capital programs overlook the fact that such
economic growth does not necessarily benefit all residents of the areas
in question.  This is illustrated by the recent experience of the Silicon
Valley region.  

From 1991 to 1997, the region underwent an unprecedented eco-
nomic boom.  Incomes for the richest fifth of the Valley’s residents rose
by nearly 20 percent, more than double the statewide rate.  At the same
time, real income for the poorest 20 percent of all Silicon Valley house-
holds fell by eight percent (Friedman, 1999).  

Furthermore, employment in Silicon Valley’s blue-collar industries
fell by 20 percent, compared with a 24 percent rise in California as a
whole, as the Valley’s economy shifted away from its traditional man-
ufacturing base toward high-end professional and lower-end service
jobs.  Manufacturing jobs have historically provided opportunities for
the working poor to advance, and their decline helps explain some of
the Valley’s growing income inequality (Friedman, 1999).  

In contrast to the SBIC and state-sponsored venture capital pro-
grams, the community development venture capital industry’s primary
purpose is to create high-quality jobs for low- and moderate-income
individuals.  The industry’s mission is to alleviate poverty by making
equity and near-equity investments in companies that create such jobs.
This emphasis on poverty alleviation has been the focus of the CDVC
industry since its beginnings. 

History of the CDVC Industry

The current community development venture capital industry dates
back to the 1960s and the origins of community development corpora-
tions (CDCs).  CDCs were created in response to inner-city and rural
poverty. The early CDCs received federal assistance under the Title VII
program, in the form of grants for administrative overhead and program
investment funds, which supported a broad range of activities.  These
activities included business and economic development, workforce
training, and housing and community development (NCEA, 1981).

As a part of their business and economic development missions, a
number of the CDCs used the federal funds they received to begin their
own business ventures.  Given the limited business experience of those
running the CDCs, and the generally high rate of new business failures,
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this proved an expensive and ineffective way to create community jobs
(Miller, 1994).  

In 1972, frustrated with the failure of this approach, one of the Title
VII CDCs, the Job Start Corporation of London, Kentucky, began
investing capital in outside entrepreneurs in exchange for an equity
stake in their enterprises.  In 1978, the CDC, renamed as the more busi-
ness-friendly Kentucky Highlands Investment Corporation (KHIC),
formed a venture-specific subsidiary, Mountain Ventures, to more
aggressively pursue outside equity investments (Miller, 1994). 

Kentucky Highlands felt that part of its mission was to “spread the
word” about this new approach to community economic development
(Miller, 1998).  It was so successful in this effort that articles about
KHIC began appearing in national periodicals such as The National
Journal, The Washington Post, and The Wall Street Journal (Pierce &
Hagstrom, 1979; Berry, 1979; Gigot, 1981).

At approximately the same time that Kentucky Highlands was
experimenting with equity investments in private enterprises, a number
of states were exploring the creation of venture capital funds.  The
Massachusetts Community Development Finance Corporation was
signed into law in 1975 (Osborne, 1990).  It was unique among state-
sponsored venture capital funds because of its explicit focus on low-
and moderate-income populations. 

Community development loan funds (CDLFs) also have con-
tributed to the evolution of the CDVC industry.  CDLFs raise capital
from socially-conscious individuals and religious institutions, which
agree to a below-market rate of return on their investments if those
funds are used for community economic development purposes.  The
loan funds then lend this capital to organizations, individuals, and busi-
nesses involved in such purposes, which have been unable to qualify
for funding from more conventional sources (Stevens & Tholin, 1991).
Several of the current CDVCs are subsidiaries of community develop-
ment loan funds.

One of the oldest and best-known CDVC funds was created with-
out the assistance of a parent organization or a state government.
Northeast Ventures Development Fund of Duluth, Minnesota was
launched in 1987 at the initiative of community leaders.  The fund
looked to local and national foundations for part of its capitalization
and was able to convince both the Ford and the John D. and Catherine
T. MacArthur foundations to make their first investments in a 
CDVC provider.
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By securing funding from national foundations, Northeast Ventures
also increased awareness of community development venture capital.
This proved to be crucial in 1992, when several CDVC providers
approached these foundations to ask for financial assistance with set-
ting up a trade association.  

With the backing of the Ford and MacArthur foundations, commu-
nity development venture capital funds began meeting twice a year,
comparing best practices and formulating plans for the future of the
industry (Tesdell, 1998).  In 1994, the Community Development
Venture Capital Alliance, the industry’s trade association, was official-
ly incorporated.  Since that time, the industry has grown both in size
and in public awareness, culminating with the December 2000 passage
and signing of the federal New Markets Venture Capital legislation,
designed to provide $150 million in grants and matching capital to
CDVC providers.   

CDVC Composition and Capitalization 

Current State of the Industry

There are more than 50 CDVC providers, actively investing or in for-
mation, across the United States.  Nineteen of them are dedicated
specifically to making equity and near-equity investments.  The term
equity-focused will be used to describe these 19 funds through the rest
of the paper.1 An additional 13 make occasional equity and near-equi-
ty investments but primarily provide other types of financial products
and services.2 There are also more than 20 providers that are at various
stages of fundraising but have not yet begun investing.  In addition,
several banks have subsidiaries that make CDVC investments, and var-
ious other organizations occasionally co-invest with CDVC funds.

Industry Capitalization

The domestic CDVC industry is capitalized at more than $300 million.
As of the end of 2000, the 19 equity-focused CDVC providers had a
total capitalization of just over $190 million (Table 1).  Co-investment
funds, bank community development corporations, organizations that
made only occasional equity investments, and funds in formation
accounted for an additional $110 million. 3

The average equity-focused fund is capitalized at approximately
$10 million.  However, the median fund size is $5.5 million, reflecting
the disparity between the sizes of the largest and smallest funds.  Newer
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CDVC providers, which are not yet fully capitalized, account for four
out of the six smallest funds. 

The CDVC industry’s total capitalization is dwarfed by that of tra-
ditional venture capital.  As of 1999, traditional venture funds had over
$134 billion under management, and 20 percent of traditional funds had
individual capitalizations of $300 million or more (NVCA, 2000). 

Although the CDVC industry is relatively small, it is growing rap-
idly.  Only six of the 19 equity-focused funds are more than five years
old. Furthermore, the industry’s total capital under management
increased by almost 60 percent between 1999 and 2000 (Figure 1).  

Geographic Distribution

Most domestic CDVC providers invest in and are located on the East
and West coasts of the United States and in the states of Minnesota and
Ohio.  At present, there are 26 states with no access to community
development venture capital, including the majority of the states locat-
ed in the Midwest, the mountain region, and the South (Figure 2).  

Unlike the traditional venture capital industry, however, which con-
sciously chooses to invest the majority of its resources in the technolo-
gy corridors of California and Massachusetts, the absence of CDVC
capital in so many states is primarily the result of the relative youth of
the industry.  Even in states such as California and Massachusetts,
which have access to both traditional and community development ven-
ture capital, the geographic distribution of the investments is very dif-
ferent.  Traditional venture capital is concentrated in high-technology
regions, such as California’s Silicon Valley and along Route 128 in
Massachusetts.  Conversely, CDVC investments are found primarily in
low- and moderate-income areas, such as West Oakland, California and
Roxbury, Massachusetts.

The CDVC industry is almost evenly divided between funds that
focus on urban and on rural areas.  Seven of the equity-focused funds
have a rural focus, four have an urban focus, and five cover regions that
include both rural and urban areas.

Sources of Capital

By far the largest share of total domestic CDVC dollars, approximate-
ly 31 percent, has come from banks and financial institutions.
Moreover, banks and financial institutions are playing an increasingly
important role in financing the CDVC industry. They accounted for 56
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percent of the capital for the newer equity-focused funds that raised
their capital and began investing between 1998 and 2000.  This trend
reflects the greater overall awareness of the CDVC industry and the
increasingly favorable view that bank regulators have of CDVC invest-
ments as a way of meeting a bank’s Community Reinvestment Act obli-
gations (Figure 3).  

Even as their share of total dollars is growing, banks continue to
provide a relatively small percentage of the capital for rural CDVC
providers.  Through the end of 2000, less than 15 percent of all bank
dollars invested in community development venture capital was invest-
ed in the seven rural funds.  Furthermore, the two largest rural funds,
Kentucky Highlands and Northeast Ventures, have received no bank
capital at all.  

There are several reasons for this.  First, rural areas are served pri-
marily by smaller banks, which are under less pressure to comply with
the Community Reinvestment Act.  Second, the smaller banks have
fewer dollars to invest.  Third, banks are generally more likely to invest
in CDVC providers that promise a more market-like rate of return.  This
is an obstacle for rural funds, which face fewer investment opportuni-
ties and thus a lower quality of deal flow.  Rural companies also can be
difficult or time consuming to reach, increasing the time involved in
overseeing an investment and raising a fund’s cost of overhead.  

The federal government is the second most important source of
CDVC investment capital, providing 25 percent of all CDVC dollars.
However, more than three-quarters of this capital was invested in just
one fund — the Kentucky Highlands Investment Corporation (KHIC).
KHIC received its initial capitalization during the 1970s from the Title
VII program of the Office of Economic Opportunity.  KHIC is also the
lead entity for a rural empowerment zone, capitalized by the U.S.
Department of Agriculture.   Ninety-four percent of all the federal 
dollars invested in the other CDVC funds comes from the U.S. Treasury
D e p a r t m e n t ’s Community Development Financial Institutions 
(CDFI) Fund. 

Foundations and state and local governments were the third and
fourth most important sources of CDVC capital.  They provided 17 per-
cent and 11 percent, respectively, of total CDVC dollars.  

Capital Structure

The 19 equity-focused CDVC providers are capitalized primarily with
capital grants and equity investments, which together account for more
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than 80 percent of all their capital.  In fact, more than half of the equi-
ty-focused funds are capitalized entirely with equity.  Only three CDVC
providers draw more than half of their investment capital from debt.  

Program-related investments (PRIs) by foundations are the primary
source of CDVC debt, accounting for 35 percent of all debt dollars
invested in CDVCs.  Almost 40 percent of foundation dollars invested
was invested in the form of PRI debt.  

The federal government and banks and financial institutions are
also significant sources of debt, representing 26 and 21 percent respec-
tively, of the total debt dollars invested in CDVCs.  However, both pro-
vide significantly more equity than debt.  Debt accounted for only 18
percent of the total dollars invested in CDVCs by the federal govern-
ment and only 14 percent of the total dollars invested by banks and
financial institutions (Figure 4).

CDVC Investments2

Dollars Invested

As of the end of 2000, CDVC providers had invested a total of $129
million of equity and near-equity in their portfolio companies.  The 19
equity-focused funds accounted for 90 percent of this total. The dollars
invested annually have been increasing as new and larger CDVC funds
have begun investing.

Stage and Industry Focus

A majority of all CDVC funds (90 percent) invest in companies at all
stages of development, from seed to expansion stage, and in all 
industries. This strategy enables CDVC funds to consider the largest 
possible number of high-quality investments within their 
geographic regions.  

CDVC funds that serve larger geographic regions are able to apply
some sectoral screens to their investments.  For example, the
Sustainable Jobs Fund (SJF) invests, in part, in businesses in the recy-
cling, manufacturing, and environmental industries.  SJF focuses on the
eastern United States, an area large enough to allow SJF to apply such
screens and still identify sufficient high-quality deal flow.

Although few CDVC providers have a specific sectoral investment
strategy, the majority of them do target companies that will create man-
ufacturing jobs.  They do so because the quality of manufacturing jobs
is high, in terms of both wages and benefits. Manufacturing jobs can
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also employ individuals with lower education and skill levels, making
such jobs an important path to economic opportunity (Mayer, 1998;
Phillips-Fein, 1998).

Fifty percent of all investments made by equity-focused funds
through the end of 1999 were in manufacturing companies.  Only 26
percent of the investments were in service-related businesses, the
fastest growing segment of the U.S. economy, but one that tends to pro-
vide lower pay and fewer benefits to its workers (Figure 5).  

Thirty percent of all investments made by equity-focused CDVC
providers have been in technology-related companies.  This is in sharp
contrast with private venture capital funds, which made more than 90
percent of their 1999 investments in technology-related companies
(PricewaterhouseCoopers, 2000).

Because of their rapid growth rates and profitable exits, technolo-
gy investments have yielded large payouts for their investors.
However, many of the jobs technology companies create require
advanced degrees and are not available to individuals with less educa-
tion and fewer skills.  Technology investments are also concentrated in
specific regions, such as Silicon Valley and Route 128, versus the low-
and moderate-income communities that CDVC providers serve.

Co-Investments

Fifty-five percent of the investments made by the 19 equity-focused
CDVC providers included another investor who was not part of the
portfolio company’s ownership or management.  Forty-two percent of
all CDVC co-investments were made by traditional and developmental
venture capitalists.  Angel investors were the source of an additional 38
percent of all co-investments.  The remaining 20 percent were made 
by foundations, banks, community organizations, and local and 
state governments. 

Deal Structures

Forty-three percent of the investments made through December 31,
2000, were structured as pure equity. This consisted of either preferred
stock (26 percent), common stock (15 percent), or, in a few cases, mem-
bership shares in a limited liability company (two percent).  Near-equi-
ty — debt with equity features, such as warrants, royalties, or partici-
pation agreements — made up another 10 percent of investments. Debt
that is convertible to equity accounted for an additional seven percent.



132 Community Development Venture Capital:
A Double-Bottom Line Approach to Poverty Alleviation

The remaining 40 percent of investments were in the form of straight
debt, primarily made in conjunction with equity or near-equity invest-
ments (Figure 6).  

Fifty-eight percent of the straight debt investments were made by
the two largest rural funds.  This reflects the difficulty rural businesses
have in accessing both debt and equity capital from traditional sources.
The problem is particularly severe for young companies, which often
lack the significant cash flows and collateral that bank lenders require.  

Deal Sizes

CDVC investments range in size from $10,000 to more than $1 million
per company. The average CDVC investment is $186,000 per round
and $393,000 per company.

These figures are significantly smaller than the traditional venture
capital industry’s $13.2 million average per round investment (NCEA,
2000).  They are also smaller than the investments made by SBICs. As
of the end of the 2000 fiscal year, average per round investments were
approximately $903,933 for participating security SBICs and $432,571
for debenture SBICs (SBA, 2001a).

Investment Exits

Given the youth of the CDVC industry, any analysis of exits is based
on limited information and is weighted towards the older funds.  As of
December 31, 2000, the 19 equity-focused funds had invested in 237
companies and had exited 63 of them.  Thirty-seven of those exits 
were profitable.  

The primary form of exit for CDVC providers has been through
sale to an external buyer, which accounted for more than half of the
successful exits to date.  The second most frequent form of exit has
been management buy-back, including the repayment of near-equity
investments.  Approximately half of the equity buy-backs were negoti-
ated into the original contracts via a “put,” which stipulated when and
under what terms the stock would be repurchased by the company’s
owners (Figure 7).

Both external sales and management buy-backs are delicate under-
takings for CDVC providers.  When an outside company acquires a CDVC
portfolio company, the portfolio company may be moved to another
location or closed down entirely.  On the other hand, new owners may
also bring additional capital and expansion opportunities.  In contrast,
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management buy-backs usually ensure that a portfolio company will
not relocate, but they may be less profitable than other forms of exit. 

Because most CDVC investments are in early stage companies, it
can take as long as seven to 10 years for these companies to have the
cash flow needed to buy out their investors.  The long holding period
limits a CDVC provider’s liquidity and cuts into an investment’s inter-
nal rate of return.   

Initial Public Offerings (IPOs) are generally the most lucrative
means of exit for venture capitalists.  But IPOs are still relatively rare
for CDVC portfolio companies.  To date, there have been five IPOs,
including two whose stocks are still being held by their CDVC
investors because of the stocks’ low trading prices. As with the vast
majority of recent initial public offerings, all five of the companies are
in technology-related industries.  Only 30 percent of all equity-focused
CDVC investments are in the technology sector, versus more than 90
percent of traditional venture capital investments  (Pricewaterhouse-
Coopers, 2000).  Additionally, only a few CDVC portfolio companies
can demonstrate the significant growth potential that IPOs require.  
As a result, IPOs are unlikely to become the primary exit option for
CDVC funds.  

From the standpoint of social returns, employee stock ownership
plans (ESOPs) appear to be the ideal exit option for CDVC-funded
companies: they empower workers while ensuring that the company
stays local.  In practice, however, ESOPs can be costly to implement in
the smaller companies in which most CDVC providers invest.  As a
result, as of December 31, 2000, there had been only one exit from a
CDVC portfolio company via an employee stock ownership plan.  

Twenty-six of the 63 CDVC exits to date have resulted in a partial
or complete loss of capital.  The loss rates for CDVC funds vary, as they
do for traditional venture capital funds.  Since the 26 failed CDVC
investments are cumulative and represent a group of funds at various
stages of development, evaluating these 26 investments as a percentage
of total CDVC investments does not provide useful information.  

It is still too early to determine whether CDVC loss rates will be
greater or less than those of traditional venture capital funds.
According to Venture Economics, over a sixteen-year period, more than
one-third of 383 investments made by a group of traditional venture
capital funds resulted in an absolute loss, and more than two-thirds
resulted in capital returns of less than double the original amount
invested (1988). 
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CDVC Structure and Practice

CDVC Fund Structures

Unlike traditional venture capital funds, which are for-profit and usual-
ly structured as either limited liability companies or limited partner-
ships, community development venture capital providers use a multi-
tude of both nonprofit and for-profit legal structures.  Seven of the equi-
ty-focused providers make investments through a nonprofit structure,
nine others through a for-profit structure, and one through a quasi-pub-
lic structure.  Two of the funds make investments through both a non-
profit and a for-profit structure (Figure 8).

All but one of the nonprofit providers are structured as a 501(c)(3).
The for-profit funds are more evenly divided by legal form, including
five limited-liability companies, three limited partnerships, and three
other corporate forms (C and S corporations).  

The C and S structures are used primarily for subsidiaries of exist-
ing organizations. The advantage of these forms — their unlimited life
span — can also make it more difficult for C and S corporations to
attract investments.  While it can be easier to raise capital for a CDVC
with a limited life span, these structures force the general partners to
raise money for a new fund every five to 10 years.  

It is very common for a for-profit domestic CDVC fund to be affil-
iated with a nonprofit organization, which enables it to raise grant
funds, helps it provide more extensive support to its portfolio compa-
nies, and supports other charitable activities.  Ten of the equity-focused
funds have used this “hybrid” approach.  

At least two of the CDVC providers that are currently structured as
nonprofits may subsequently convert to a for-profit structure.  Both
were set up by existing nonprofit organizations.  Using a nonprofit legal
structure to make their initial investments has enabled these organiza-
tions to move into this type of investing more gradually, without hav-
ing to create a new organizational form.

Social Screens

Social screens are inherent in the idea of community development ven-
ture capital since CDVC providers focus on serving low-income popu-
lations and distressed communities.  Beyond geographic targeting and
job creation objectives, however, the CDVC industry is very diverse in
the type and number of social screens that individual funds apply to
their investments.  This diversity reflects the fact that social screens can
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restrict deal flow and thus may be difficult to use in many of the regions
in which CDVC providers operate. 

For example, the Kentucky Highlands Investment Corporation
(KHIC) looks for investments that create jobs for low- and moderate-
income individuals in its nine-county Appalachian area.  The fund does
little additional social screening since KHIC’s deal flow is very 
limited, and the fund is concerned that the application of extensive
additional social screens might leave it with few viable investment
options.  KHIC also believes that, in regions with very high unemploy-
ment and a large unskilled population, any job creation is beneficial.

Unlike KHIC, Coastal Ventures, LP (CVLP) uses a number of
social screens in identifying its portfolio companies.  CVLP is located
in Portland, Maine and can invest anywhere in the state, as well as in
neighboring states. Maine attracts many entrepreneurs, who move to
the state for lifestyle reasons.  Thus, CVLP’s larger geographic area and
higher quality deal flow enable it to impose additional social screens on
its investments.  For example, CVLP requires its portfolio companies
to make the best effort possible to hire specific populations of workers
and to provide them with health care and other benefits.  CVLP also is
able to give preference to companies with environmentally friendly
products and socially progressive management practices.

Many CDVC providers give preference to companies owned by
women or ethnic minorities.  A subset of the traditional venture capital
industry also focuses on these populations but does not screen its
investments for their positive impact on low- and moderate-income
individuals.  There are traditional venture capital funds, however, that
combine a focus on women- and minority-owned businesses with a lim-
ited geographic target area.  By doing so, they restrict their deal flow
and may encounter many of the challenges faced by CDVC funds.  

Technical Assistance

One of the unique aspects of community development venture capital
is the intensive technical assistance that most CDVC funds provide 
to their portfolio companies.  Because the majority of CDVC funds 
are geographically restricted, they are faced with relatively few poten-
tial investment opportunities.  This restricted deal flow may require 
the funds to invest in companies with limited management experience.
As a result, the funds must find ways to bring in outside expertise to
increase the companies’ level of knowledge and market readiness.
Outside consultants can be expensive for young companies, so most
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CDVC providers use their own staff to provide that expertise.
However, the extra time that staff invests in each deal increases the cost
of operations for the funds and reduces the time that fund staff has
available for other investments.  

The high costs associated with providing technical assistance to
their portfolio companies has led some CDVC funds to experiment with
alternative ways of paying for such services.  One innovative approach
was piloted by Silicon Valley Community Ventures (SVCV), a two-
year-old CDVC fund focusing on Northern California’s Bay Area.
SVCV created a Business Advisory Program, which recruits experi-
enced business professionals to provide expertise to entrepreneurs on
an ongoing, volunteer basis.  SVCV only invests in companies that
have gone through the Business Advisory Program, saving SVCV staff
the time and resources needed to prepare potential portfolio companies
for investment. 

Another means of offsetting the cost of technical assistance is via a
nonprofit affiliate that can raise grant revenues specifically for that pur-
pose. The Sustainable Jobs Fund (SJF) has used this approach.  SJF has
partnered with the National Recycling Coalition (NCR), a 20-year-old
nonprofit trade association that has been able to raise grants to help pay
for some of SJF’s ongoing technical assistance costs.  

The Enterprise Corporation of the Delta (ECD), which serves the
Delta regions of Mississippi, Arkansas, and Louisiana, has reduced the
cost of technical assistance by relying on the services of alt.Consulting,
a nonprofit consulting firm that specializes in serving smaller and less
experienced businesses. Unlike for-profit consulting firms, alt. consult-
ing has been able to raise grants to offset some of its cost of operations.

Boards of Directors

Bankers comprise the largest group of board members for the 19 equi-
ty-focused CDVC providers, holding 18 percent of all board seats.  This
reflects the significant portion of CDVC capital that comes from banks
and financial institutions, as well as bankers’ financial expertise and
resulting desirability as board members.  The overall percentage of
bankers is also somewhat inflated by one CDVC fund, whose board
accounts for 37 percent of all the bankers serving on CDVC boards.
Representatives of community organizations (15 percent), entrepre-
neurs (13 percent), and government employees (10 percent) all account
for a significant number of CDVC board seats.  Twenty-eight percent
of all CDVC board members are women (Figure 9).
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Investment Committees

Bankers also comprise the largest group of investment committee mem-
bers for equity-focused CDVC funds, holding 24 percent of all invest-
ment committee seats.  As with boards, one CDVC fund accounts for
22 percent of all the bankers that serve on CDVC investment commit-
tees (Figure 10).  

Venture capitalists play a greater role on CDVC investment com-
mittees (12 percent) than they do on CDVC boards of directors.
Conversely, community organizations play a major role in setting
CDVC board direction, yet account for only nine percent of all invest-
ment committee seats.  With 14 percent of all investment committee
seats, entrepreneurs have a significant presence on both CDVC invest-
ment committees and boards of directors. 

Three CDVC funds do not have a separate investment committee.
Instead, their entire board of directors makes investment decisions.
Seventeen percent of all CDVC investment committee members 
are women.

Cost of Operations

For fiscal year 2000, CDVC funds had operating budgets ranging from
$116,000 to more than $2 million, with a $600,000 median operating
budget for a $10 to $15 million fund.  Staff salaries made up approxi-
mately 70 percent of funds’operating expenses.  These figures exclude
all interest payments.    

Traditional venture capital funds cover their operating expenses by
charging their investors an annual fee, based on a percentage of invest-
ed capital. This fee is usually between two and three percent of the total
committed capital.  A number of CDVC funds have adopted this prac-
tice because it is familiar to banks and financial institutions, which
invest in both traditional and community development venture capital
funds. These CDVC funds charge their investors an annual fee of
approximately three percent of total capital.  However, this fee rarely
covers a CDVC fund’s true cost of operations.

There are several reasons why management fees do not fully cover
operating expenses for most CDVC funds.  First, all venture funds must
cover the fixed costs of staff and facilities. Because CDVC funds are
significantly smaller in capitalization than traditional venture capital
funds, three percent of their total capitalization is usually not enough to
cover these fixed costs.  The average equity-focused CDVC fund was
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capitalized at approximately $10 million as of December 31, 2000, sub-
stantially less than the $217 million average size for a traditional ven-
ture capital fund (Venture Economics, 2000).

CDVC funds also have higher operating costs than traditional ven-
ture capital funds because of the much smaller size of their investments
and the need to provide extensive technical assistance to many of their
portfolio companies.  Smaller deals require as much oversight as larg-
er ones, forcing CDVC providers to hire more staff than a comparably
sized traditional venture capital fund.  The need to provide technical
assistance also requires additional staff, further increasing CDVC
funds’costs of operations. 

Because CDVC providers have higher operating costs and smaller
fund sizes than traditional venture capital funds, looking at CDVC
operating expenses as a percentage of total capital is not an effective
way to evaluate operating efficiency.  Many CDVC providers also
receive operating subsidies from their parent or partner nonprofit
organizations, a fact that further complicates any analysis of operating
costs as a percentage of total capital.

Staff Composition and Compensation

The typical CDVC fund staff consists of one senior fund manager 
and one or two junior fund managers.  Three funds have two or more
senior fund managers, and four funds do not have any junior 
investment staff.  

Senior managers generally are responsible for fundraising as well
as some due diligence.  Most senior fund managers are also involved
post-investment, with oversight and the provision of technical assis-
tance to their portfolio companies.  

The typical senior fund manager has at least 10 years of traditional
or developmental finance experience.  However, only 22 percent of the
senior fund managers running equity-focused funds had any direct ven-
ture capital experience prior to assuming their current positions.  

Junior fund managers are responsible for due diligence, deal over-
sight, and the provision of technical assistance.  Junior fund managers
are likely to have an MBA or another advanced degree and two to five
years of traditional or developmental finance experience.  

CDVC fund managers are compensated at a lower level than their
traditional venture capital counterparts.  Traditional venture capital
funds structure their managers’salaries to consist of a base salary and a
much larger bonus paid out of carried interest.4 Management base
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salaries are in the hundreds of thousands of dollars, and carried interest
in a successful fund will usually be in the millions of dollars (Sahlman,
1990).  In this way, the funds are able to attract experienced and proven
talent in an industry where the talent pool is relatively small.  

In contrast, the salary range for senior CDVC fund managers is
$50,000 to $350,000, with a mean salary of $122,000 and a median
salary of $92,500.  Junior CDVC fund managers earn between $60,000
and $130,000, with a mean salary of $85,500 and a median salary 
of $81,500.  

Fifty percent of all CDVC funds offer a performance incentive of
either a bonus or carried interest.  Twenty-nine percent of all CDVC
funds provide fund managers with a bonus, based on individual and
fund performance.  The bonuses range from eight to 30 percent of
salary. Twenty-one percent of all funds offer a carried interest of 10 to
25 percent of net fund profits.  To date, only one fund has distributed
any carried interest payments.  An additional 29 percent of CDVC
funds are considering adding such incentives.  

Community development venture capital providers face a number
of obstacles that prevent them from offering salaries comparable to
those received by traditional venture capital fund managers.  First,
many CDVC providers have nonprofit legal structures or are for-profit
subsidiaries of nonprofit organizations.  The pay levels of nonprofit
organizations are generally lower than those in the for-profit sector.
Even the purely for-profit CDVC funds are limited by their relatively
low levels of capitalization, which translate into fewer dollars available
for salaries.  CDVC compensation is also constrained by the fact that
CDVC profits are lower and operating expenses are higher than those
faced by traditional venture capital funds.

Social and Financial Performance

Any attempt to measure the exact social and financial performance of
domestic community development venture capital providers is limited
by the relative youth of the industry.  Most CDVC funds are less than
five years old and have exited only a small portion of their investments. 

Only four of the 19 equity-focused funds in existence through
December 31, 2000, were created ten or more years ago: the
Development Corporation of Austin (Austin, MN); the Kentucky
Highlands Investment Corporation (London, KY); the Massachusetts
Community Development Finance Corporation (Boston, MA); and
Northeast Ventures (Duluth, MN).  Of these four funds, only Northeast
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Ventures is a freestanding fund that has not received an ongoing oper-
ating subsidy. The overwhelming majority of Northeast Ventures’
investments, however, have been in early-stage companies, which has
extended the average investment holding time for the fund.  

As of the end of 2000, Northeast Ventures had exited from approx-
imately half of its portfolio companies and was still holding the 
majority of its most financially promising investments.  As a result, 
an evaluation of the financial performance of Northeast Ventures is
still premature.  

The other three older funds have received ongoing operating subsi-
dies from their parent entities, making it difficult to estimate their true
overhead expenses.  They have also used a combination of debt and
equity investments that is often difficult to disaggregate.  

Despite the difficulty in evaluating CDVC funds financially, the
older funds do provide some indication of the industry’s social impact.
The Development Corporation of Austin, Kentucky Highlands, and
Northeast Ventures together have created more than 4,000 jobs at an
average cost of less than $10,000 per job.5 This compares very well to
the average cost of $35,000 per job created by SBICs (Christensen,
2000). These figures are even more impressive in light of the fact that
the jobs created were primarily in manufacturing, with livable wages
and benefits, and located in economically depressed rural regions.

Recent Trends

Three of the oldest for-profit, limited-life CDVC providers recently
began raising their second funds.  Two of the three have already held
their first closings.  This is an impressive feat, especially since both of
these CDVC providers took two years to raise most of the capital for
their first funds.  

These three follow-on funds will invest in larger geographic areas,
be capitalized at higher levels, and make larger investments than did
their predecessors.  In short, while they will maintain their primary
focus on job creation for low-income individuals, they also will look
and act more like traditional venture capital funds.  

This trend towards larger funds, bigger deals, and larger geograph-
ic target areas is also evident among some of the newer CDVC funds,
which raised their capital and began investing between 1998 and 2000.
Interestingly, most of the investment capital for both of these groups
has come from banks and financial institutions, which provided 74 per-
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cent of the dollars raised by the follow-on funds and 85 percent of the
capital raised by this group of newer funds.  

The newer funds also include a group of nonprofit CDVC providers
that target rural geographies, make small, generally near-equity invest-
ments, and offer intensive technical assistance.  Only one of them has
attracted bank investments, in the form of low-interest loans.  In gener-
al, this group of providers has found raising capital to be slow and 
very difficult.

It is not surprising that banks choose to invest in those CDVC funds
that project the highest rates of return.  Such funds, in turn, must cover
broader geographies to maximize deal flow and make larger invest-
ments to decrease overhead costs.  The challenge for the industry is to
identify alternative funding streams that will provide a comparable
source of capital for those CDVC providers that focus on harder-to-
serve, primarily rural areas.  Many CDVC providers are hoping that the
federal New Markets Tax Credit program, enacted in December 2000
and designed to stimulate $15 billion in equity investments for com-
munity economic development, will do just that.  

The next few years will be critical ones for the community devel-
opment venture capital industry. As more CDVC funds exit their
investments, the industry’s financial performance will become more
apparent.  This, in turn, will help determine how easy it will be for
future CDVC funds to raise capital and where that capital will come
from.  While preliminary data indicates that CDVC providers are cre-
ating high-quality jobs at a low cost, more research is also needed to
fully understand the industry’s social impact. 
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Table 1 
Distribution of CDVC Capital Under Management by The 19 Equity-Focused Funds

FUND SIZE NUMBER OF TOTAL $ UNDER MANAGEMENT
CDVC FUNDS (In Millions)

$0 - $5,000,000 6 $15.7
$5 - $10,000,000 5 $33.5
$10 - $15,000,000 4 $51.5
$15,000,000 + 4 $90.3
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Figure 5 
INVESTMENTS BY INDUSTRY
(equity-focused CDVC providers - cumulative as of 12/31/00)

Figure 6 
INVESTMENTS BY TYPE
(equity-focused CDVC providers - cumulative as of 12/31/00)
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Figure 7 
SUCCESSFUL EXITS
(equity-focused CDVC providers - cumulative as of 12/31/00)

Figure 8
LEGAL STRUCTURES OF EQUITY-FOCUSED CDVC PROVIDERS
(as of 12/31/00)
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Notes
1 Except where noted, the fund-level information in this report is as of December 31,

2000 and is based solely on the 19 equity-focused funds.

2 Funds that make only occasional equity and near-equity investments do not segre-
gate the capital they use for these investments.  Thus, it is difficult to determine
exactly how much capital is available for such investments.  The figures in this
report are estimates, based on conversations with fund staffs.

3 The analysis of investments excludes DVCRF’s 2000 investments, Kentucky
Highlands’investments prior to 1985, and Massachusetts Community Development
Finance Corporation’s deal-level data. 

4 Carried interest consists of the share of profits that are allocated to the general part-
ners of a venture capital partnership. It usually equals  20 percent of the total prof-
its. See Gompers, P. and Lerner, J. (1999) “The Venture Capital Cycle,” Cambridge,
Massachusetts: MIT Press, pp. 57-94.

5 Comparable information is not available for the Massachusetts Community
Development Finance Corporation.
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Introduction

Over the past decade, there has been a significant increase in the phe-
nomenon known as ”predatory lending.”  In a forthcoming paper,1 we
argue that predatory lending emerged when market incentives that his-
torically led lenders to engage in credit rationing gave way to a market
where lenders could easily exploit unsophisticated borrowers.  Our spe-
cific focus is on the home loan market, i.e., closed-end mortgages
secured by first or subordinate liens on borrowers' homes.

This executive summary of the paper proceeds in three parts.  In the
first section, we identify six problems associated with various lending
practices that have been characterized as predatory. We define preda-
tory lending as a syndrome of abusive loan terms or practices that
involve one or more of these six problems.

In the second part, we describe information asymmetries that for-
merly led to credit rationing.  We then identify how changes in the
financial services market have altered the conventional home mortgage
market.  In particular, we argue that an increase in the amount of capi-
tal available for mortgages, increased incentives for lenders to special-
ize in lending to low-and moderate-income borrowers, and opportuni-
ties for deception — a result, in part, of securitization — have enabled
predatory lenders to thrive.

Our thanks to the conference participants, as well as participants at the Cleveland-Marshall
Faculty Colloquium, for their invaluable suggestions and comments. This project received 
generous support from the Cleveland-Marshall Fund. Any errors are ours alone.
+ Assistant Professor of Law, Cleveland-Marshall College of Law, Cleveland State University.
++ Professor of Law, Cleveland-Marshall College of Law, Cleveland State University.
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In the final part, we evaluate remedies for predatory lending, includ-
ing the effect of proposed and extant remedies on the availability of
capital for home mortgages.  In conclusion, we propose that the feder-
al government draw on the suitability requirement that applies to the
sale of securities and impose a similar obligation on lenders and bro-
kers.  We argue that suitability achieves the balance between the need
to curb predatory lending and the need to encourage beneficial 
market activity.

”Predatory Lending” Defined

Predatory lending is a direct outgrowth of the emergence of the sub-
prime loan market in recent years.  In an overwhelming number of
cases, predatory loans form a subset of subprime loans, which are loans
with higher interest rates and fees designed for borrowers with impaired
credit, who cannot qualify for loans in the prime market.  

To date, predatory lending has not been adequately defined.
Arriving at a definition of predatory lending is important for two dis-
tinct reasons.  First, legitimate subprime loans play a crucial role in
expanding credit to low- and moderate-income borrowers.  To avoid
impinging on legitimate credit, the dividing line between legitimate
subprime loans and predatory loans must be defined.  Second, any seri-
ous attempt to formulate remedies for predatory lending must be able
to describe the loans that require redress.

To date, predatory lending most often has been described as a cat-
alogue of onerous lending practices, which are targeted at vulnerable
populations and often result in devastating personal losses, including
bankruptcy, foreclosure, and the loss of one's home.  (e.g., Sturdevant
and Brennan).  When these practices are examined, six basic problems
emerge.  We can thus define predatory lending as a syndrome of abu-
sive loan terms or practices that involve one or more of the following
six problems:

(1) loans that violate common loan underwriting norms to the 
detriment of borrowers;

(2) loans that result in no net benefit to the borrower;

(3) loan terms designed to earn supranormal profits;

(4) loans involving fraud or deceptive practices;
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(5) loans involving other misleading nondisclosures that are never-
theless legal; and

(6) loans that require borrowers to waive meaningful legal redress.

Predatory loans involve at least one of the above six factors.  In con-
trast, legitimate subprime loans do not display any of the six markers of
predatory loans.  

Market Segmentation and Predatory Lending

What explains the rapid growth in predatory lending?  As we will now
describe, changes in the financial services market and incentives for
increased lending to low- and moderate-income (LMI) borrowers have
altered the conventional home mortgage market.  We argue that a sur-
feit of capital available for mortgages, new incentives for specialized
LMI lending and opportunities for deception — resulting from a surge
in securitization and a new class of naive borrowers — have made it
possible for predatory lenders to thrive.

The Conventional Theory of the Market for Home Mortgages

In a market with full information, we would expect that the price of a
loan would reflect the risk presented by the borrower. The reality, how-
ever, is that lenders do not have full information about the risk that bor-
rowers will default, the costs of foreclosure if they do default, and the
net amount recoverable in the event of foreclosure.  As a result, lenders
cannot accurately identify borrowers who present the greatest risk and
cannot price loans accurately based on risk.

Twenty years ago, Stiglitz and Weiss (1981) recognized that this
lack of information creates an adverse selection problem that prevents
the market for mortgages from clearing.  The key to this adverse selec-
tion problem is that high interest rates deter borrowers who are less
risky and more risk-averse and attract the less risk-averse and riskier
borrowers. Thus, if lenders raise interest rates, the proportion of loan
applicants who present elevated risks of default will rise.  

Given that lenders cannot identify less risky borrowers and that
high interest rates will deter the very borrowers whom they seek to
attract, lenders set the price of loans below the market-clearing rate.
Lenders further reduce their risk by limiting the amount that borrowers
can borrow; this has the effect of deterring risky borrowers.   As a result
of this credit rationing, the demand for loans exceeds the supply and not
all creditworthy applicants can obtain loans (Brueckner 2000).
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Changes in the Financial Services Market

Until the late 1980s, the home-mortgage market behaved as Stiglitz and
Weiss predicted: there was essentially one market for home mortgage
loans and demand exceeded supply.  Beginning in the 1980s, several
changes in the financial services market led to a significant increase in
the supply of capital available for lending and spurred the emergence of
lenders who were willing to lend to people who, historically, had been
credit-constrained. 

One of the most dramatic changes in the financial services market
has been the advent of the securitization of home mortgages.
Securitization is the process of converting packages of home mortgages
into securities and selling the securities to investors.  Widespread secu-
ritization began in the 1980s and by 1993, 60 percent of home mortgage
loans were securitized.  It is now routine for lenders to originate loans
and sell them on the secondary market, which provides a steady stream
of capital to lend.

In addition to generating additional capital for lending, securitiza-
tion created opportunities for nonbank lenders to enter the home mort-
gage market.  Lenders no longer need to be large financial institutions
with significant deposits and capitalization.  Rather, mortgage bankers,
finance companies, and home improvement contractors with minimal
assets can originate loans for sale on the secondary market. 

Many of these new lenders specialize in subprime lending to low-
and moderate-income borrowers.  There are a number of reasons for
this.  First, prime lenders do not have a significant presence in LMI
neighborhoods, so there is less competition.  Second, LMI borrowers
historically have had limited access to mortgage capital because of
credit rationing.   Hence, there is unmet demand in LMI neighborhoods.
Third, many homeowners in LMI neighborhoods, just as in the rest of
the country, experienced a rise in the value of their homes, and, there-
fore, their equity in the 1990s.  Fourth, there has been an increase in
homeownership among people with lower incomes.

Another factor that encouraged subprime lenders to focus on LMI
lending was the 1992 Federal Housing Enterprise Financial Safety and
Soundness Act, which authorized the Department of Housing and
Urban Development to establish affordable housing lending goals for
Freddie Mac and Fannie Mae.  The 1996 to 1999 goals issued pursuant
to the Act required that 42 percent of Freddie Mac's and Fannie Mae's
loan purchases come from low- and moderate-income households.
The goal for 2000 was 48 percent and for 2001, it was 50 percent.
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Additional goals require that Fannie Mae and Freddie Mac significant-
ly increase their purchases of loans from high minority and/or low-
income census tracts.

Two other pieces of legislation — the Alternative Mortgage
Transactions Parity Act (AMTPA) and the Community Reinvestment
Act (CRA) — encouraged lending in LMI neighborhoods.  AMTPA
expanded the types of products that lenders could offer, thus making it
possible for LMI borrowers to obtain loans with terms that meet their
credit needs.  The CRAprovides incentives for banks and thrifts to pur-
chase subprime loans containing predatory terms in order to improve
their CRA examination ratings and prospects for merger approval.  In
addition, the Federal Housing Administration (FHA) insurance creates
incentives for lending in LMI neighborhoods by reducing the cost to
lenders of default.

The changes in the financial services market, including the incen-
tives for lending in low- and moderate-income communities, further-
more have created opportunities for deception by market participants.
Securitization makes deception possible because the various entities
involved in lending and securitization do not share the same knowledge
about borrower's risk nor the same commitment to accurate risk assess-
ment.  This enables lenders and brokers to withhold information to the
detriment of other participants.

Nonbank lenders who sell loans on the secondary market often use
mortgage brokers to market and arrange loans.  These brokers have lit-
tle incentive to insure that borrowers are creditworthy because they do
not bear the risk of loss in the event of default.  Brokers do, however,
have an incentive to deceive lenders regarding borrowers' ability to pay.
This is because lenders typically compensate brokers only for loans that
the lenders approve, based on the size or interest rate of the loans.
When lenders do not have accurate information regarding borrowers'
credit risk, they may agree to loan terms that borrowers cannot afford,
which ultimately can result in default by the borrowers.

Principal-agent problems also arise because lenders have greater
access than securitizers to information about borrowers' creditworthi-
ness and securitizers rely on lenders' assurances about credit quality.
Given that lenders' earnings are based on fees and not interest, their
incentives to maintain credit quality are low relative to those of the
securitizers.  This information asymmetry and reduced commitment to
creditworthiness creates incentives for lenders to approve loans and
include loan terms that generate fees without regard to the risk that the
borrowers will default. 
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Finally, separate information asymmetries occur between LMI bor-
rowers and lenders and brokers.  Lenders and brokers have extensive
knowledge about mortgage products and loan terms.  In contrast, LMI
borrowers, many of whom have been excluded from the home mort-
gage market because of credit rationing, are relatively unsophisticated.
Thus, LMI borrowers may not be aware of alternative sources of capi-
tal and may not be able to comprehend the information that brokers and
lenders provide them regarding loan terms.

Disincentives for Legitimate Lenders and Brokers to Engage in Predatory Lending

The costs to banks and thrifts of predatory lending are significant and
clearly exceed the costs that predatory lenders incur.  Banks and thrifts
are community institutions with valuable reputations that may not be
worth sacrificing to pursue predatory lending.  They may perceive that
even legitimate subprime lending and the consequent increase in fore-
closure rates could damage their reputations.2 In contrast, predatory
lenders are less concerned about their reputations because they can
readily dissolve and reincorporate under different names.

Banks and thrifts, for the most part, do not have a significant pres-
ence in LMI neighborhoods.  As a result, they have limited opportuni-
ties to develop relationships with LMI borrowers at retail sites or to
obtain valuable information on the social capital in LMI communities.
If banks wanted to target customers for predatory loans, they would
need to establish or, in some cases, re-establish branch banks in LMI
neighborhoods.  The cost of establishing new offices likely would out-
weigh any profits they could realize from predatory lending.  In con-
trast, predatory lenders do not have the same brick and mortar costs.
They can operate out of storefronts or solicit borrowers door-to-door
without the need for retail office space.

Banking regulations that mandate loan loss reserves and require
adequate capitalization create further obstacles to banks that want to
expand into predatory lending.  If banks and thrifts begin charging LMI
borrowers high interest rates, bank examiners likely will view the loans
as a risk to safety and soundness and will require the banks to increase
their loan loss reserves.  In addition, federal banking regulators have
tightened capital requirements for subprime loans and they are expect-
ed to tighten those requirements even further.  Nonbank predatory
lenders, in contrast, are not subject to federal loan loss reserve or capi-
talization requirements.

Banks are also less able to develop the special underwriting expert-
ise that LMI lending requires.  LMI borrowers often present elevated
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risks of default and are less likely than more affluent borrowers to have
credit histories that fit neatly into banks' underwriting standards.  As a
result, lenders who want to serve LMI borrowers need special expertise
in evaluating their creditworthiness.  Banks and thrifts are ill equipped
to develop this expertise because their function is to provide diverse
services, from deposit taking to commercial and personal lending.  This
diversification makes it unlikely that banks and thrifts profitably could
develop an expertise in predatory lending.  In contrast, predatory
lenders can afford to specialize.  By focusing on one class of borrowers
— higher-risk borrowers — predatory lenders can better develop meth-
ods for obtaining and evaluating credit information on this group 
of borrowers.

The racial composition of the neighborhoods that predatory lenders
target is disproportionately people of color. To the extent that banks
have an aversion to lending to people of color that outweighs any mar-
ket incentives, they will refuse to lend in these areas.  In contrast, preda-
tory lenders target people of color precisely because discrimination, as
well as credit rationing, have prevented these borrowers from having
access to capital.

Finally, banks and thrifts are reluctant to lend in neighborhoods that
are economically unstable.  Predatory lenders are less concerned about
economic stability because they are willing to pursue foreclosure
aggressively, which enables them to recover their investments before
prices drop too far.

Competition Among Predatory Lenders

Although credit risk explains the market segmentation that has given
rise to the prime and subprime markets, it does not explain the seg-
mentation of the subprime market into legitimate and predatory lend-
ing.  Arguably, competition among predatory lenders should result in
loans with the same terms that legitimate subprime lenders would offer.
This has not happened.  Our hypothesis is that predatory lenders target
LMI borrowers who, for reasons discussed below, do not “shop” for
alternative sources of mortgage capital and do not negotiate over terms.
If this is true, then predatory lenders compete with each other solely for
access to the borrowers whom they target.   We thus posit that the mar-
ket for predatory loans is characterized by spatial, monopolistic com-
petition.  (Frank 1991).

Many LMI borrowers may not be aware of the increased availabil-
ity of mortgage capital for LMI lending.  This lack of awareness, when
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coupled with pent-up demand because of credit rationing, makes them
easy prey for predatory lenders who can readily convince them that
their opportunity to borrow is fleeting.  These borrowers, unaware of
other options, desperate for money and fearful that the prospective
loans will disappear, will not “shop” for other loans. Predatory lenders
and brokers can take advantage of this false urgency and move quickly
to commitment and closing on predatory loans.

Some LMI borrowers are simply unable to explore all their lending
options.  They may be infirm or feel that it is not safe to venture far
from their homes.  They may not have phones or, even if they have
them, may find it difficult to understand people over the phone.
Likewise, they often lack transportation to the offices of legitimate
lenders. Predatory lenders, who solicit potential borrowers with phone
calls and door-to-door solicitations, have ready customers among peo-
ple who are isolated.  They endear themselves to these borrowers with
charm and solicitude that mask their guile and convince the borrowers
that they can meet their lending needs. 

LMI borrowers are further handicapped by their lack of experience
with legitimate mortgage lenders.  They may find it difficult to under-
stand the terms of loans, especially predatory loans, which are notori-
ous for lack of transparency. They may not know where to seek help in
understanding loan documents and identifying the important questions
to ask lenders.  Predatory lenders can take advantage of their lack of
sophistication and insert loan terms that would be unacceptable to more
experienced borrowers.  In the end, borrowers sign documents without
a clear sense of the terms of the contracts, how much they borrowed,
what they have purchased, or the repayment terms.  

Predatory lenders identify potential borrowers by reviewing statis-
tical data and public records and by familiarizing themselves with the
neighborhoods that they intend to target.  Predatory lenders can use
Home Mortgage Disclosure Act (HMDA) data to identify areas in
which there is minimal or no lending activity by prime lenders.  They
can also use census data to find neighborhoods with high percentages
of people of color and LMI residents, who historically have been
rationed out of the market and may desire to borrow money.

Municipal offices are sources of individual level information about
residents.  Predatory lenders can learn the names of homeowners from
registries of deeds.  Title records will also reveal any mortgages and the
dates that they were recorded.  From this information, predatory lenders
can surmise how close homeowners are to paying off any outstanding
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mortgage debt and, therefore, the likelihood that there is equity in their
property to tap.  From the local tax office, predatory lenders can obtain
information on the appraised value of properties and learn the identities
of any homeowners who owe outstanding taxes and, therefore, may be
in the market for loans.  In communities that have ordinances requiring
homeowners to maintain the exteriors of their homes, predatory lenders
can learn who has been cited for violations and, thus, may be in need of
money for home repair loans.  They can drive through neighborhoods
and identify homes with sagging porches, aged roofs and peeling paint.
Armed with the names of homeowners, the amount of equity they have
in their homes, any outstanding tax bills or housing code violations they
have and the conditions of their homes, predatory lenders approach the
borrowers and offer their services.  The borrowers, eager to take advan-
tage of what appears to be a “dream come true,” look no further.

Remedies

Neither the states nor the federal government (with the exception of
North Carolina and to a lesser extent Illinois, Massachusetts and New
York) have comprehensive laws to redress predatory lending.  Rather,
victims of predatory lending currently must rely on a loose assortment
of statutes and common law that were not designed to require predato-
ry lenders to internalize the costs of the harm they cause.  Under the
current stable of remedies, predatory loan contracts are generally
enforceable except in the case of discrimination or where fraud or
nondisclosure has operated in some way that is inimical to free will.
Barring discrimination, fraud or nondisclosure, however, the law nor-
mally does not question the substance of predatory loan terms.

Remedies Under Contract Law and the Uniform Commercial Code

Because predatory loans are contracts in the form of promissory notes
and security agreements, contract law might be expected to provide
recourse for victims of predatory loans.  Various contract law doctrines,
however, make it difficult for borrowers to challenge their loan agree-
ments as void.

Most defenses to enforcement of contracts go to defects in the for-
mation of assent, not to disparities in bargaining power or the fairness
of substantive terms.  The most important exception to that rule, for
purposes of predatory lending, is the defense of unconscionability.  In
the seminal case of Williams v. Walker-Thomas Furniture Co., the
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United States Court of Appeals for the District of Columbia Circuit
defined unconscionability to mean “an absence of meaningful choice
on the part of one of the parties together with contract terms which are
unreasonably favorable to the other party.” 

The doctrine of unconscionability has limited utility, however, for
victims of predatory lending.  Courts have been reluctant to condemn
excessive price terms as unconscionable.  Furthermore, most courts
only recognize the doctrine as a defense to suits for contract enforce-
ment.  Consequently, borrowers may not sue lenders affirmatively for
damages or other relief based on unconscionable provisions in their
loan agreements.  Finally, under the Uniform Commercial Code, sec-
ondary market purchasers of predatory loans can cut off the defense of
unconscionability (and many other contract defenses) where they qual-
ify as holders in due course.  Thus, when applicable, the holder in due
course doctrine permits secondary market purchasers to evade respon-
sibility for most misconduct by loan originators and eliminates an
important incentive for the secondary market to police loan originators.

Antifraud Laws

Numerous predatory loans are the result of some form of fraud.
Nonetheless, the limited scope of common-law fraud often precludes
redress, either civilly or through criminal prosecution.  Common-law
fraud requires proof of affirmative misrepresentations and thus does not
protect against misleading omissions or manipulation.  In addition, for
victims who want to press charges, criminal fraud prosecutions depend
on the district attorney's willingness to prosecute.  For victims who seek
civil redress, mandatory arbitration provisions and inadequate attor-
neys' fee provisions often raise insuperable barriers to suit.  Finally, the
need to prove individual reliance in fraud cases often makes it difficult
to bring class actions.

In response to these inherent limitations in common-law fraud,
Congress and the states passed unfair and deceptive acts and practices
(UDAP) statutes.  However, the federal counterpart, the Federal Trade
Commission Act, does not afford a private right of action.  State UDAP
statutes do provide private rights of action, but some state UDAP
statutes exclude credit transactions.  Other state UDAP statutes have
weak attorneys' fee provisions that discourage the private bar from
bringing state UDAP claims.
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Disclosure

Several federal statutes, including the Truth in Lending Act (TILA), the
Real Estate Settlement Practices Act (RESPA) and the Home
Ownership and Equity Protection Act (HOEPA), mandate the disclo-
sure of standardized price information on loans.    All three statutes,
however, are flawed in what they require and the relief that they pro-
vide.  TILA has not lived up to its goal of standardizing disclosures as
to the total cost of credit.  RESPA suffers from deficient private
enforcement and poorly thought-out provisions on the timing of disclo-
sures.  HOEPA's advance disclosure provisions are better crafted, but
HOEPA's narrow coverage makes it easy to evade.

Fine-tuning federal disclosure provisions is no panacea.  Most vic-
tims of predatory lending already find the current set of disclosures
complicated and confusing.  For naïve borrowers, piling on more dis-
closures would not help.  The high-pressure nature of loan closings only
exacerbates this confusion, by discouraging borrowers from reading
loan documents at closing or asking questions when they do.  Thus,
more disclosure is not the answer.

Consumer Education and Consumer Counseling

Consumer education and/or counseling are another proposed response
to the problem of exploitative loan terms.  Currently, however, govern-
ment-sponsored credit counseling is virtually non-existent and con-
sumer education programs are in their infancy. There are serious ques-
tions about the efficacy of counseling, particularly for consumers with
educational or cognitive deficiencies.  There is a more basic problem
with relying on education and counseling: education and counseling
mistakenly put the onus of avoiding predatory loans on potential vic-
tims, rather than on the perpetrators.

Price Regulation

Usury limits for residential mortgages in the United States were large-
ly deregulated through federal legislation in the 1980s.   More recently,
predatory lending has fueled calls to reimpose usury limits on interest
rates and points and fees.  Numerous studies, however, including stud-
ies by Bowsher (1974), Jaffee and Russell (1976), McNulty (1979),
Nathan (1980), Ostas (1976), and Phaup and Hinton (1981), have con-
cluded that price controls hurt the very individuals they are designed to
serve by restricting the flow of legitimate credit.  Accordingly, any
attempt to regulate predatory lending should avoid price controls.
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Antidiscrimination Remedies

Two federal statutes — the Equal Credit Opportunity Act of 1974 and
the Fair Housing Act of 1968 — prohibit lending discrimination on pro-
hibited grounds, including race, color, national origin, and gender.
Both statutes authorize private damages actions.  Only a paucity of pri-
vate cases has been litigated under either statute, however, due to the
high standards of proof, costly expert statistical analysis and low dam-
ages awards.  Furthermore, federal lending discrimination laws are nec-
essarily tangential in their approach, because they address discrimina-
tory treatment rather than abusive loan terms per se.

Suitability

In contrast to the remedies previously discussed, which have limited
utility in terms of stemming predatory lending, we propose taking a
direct approach that goes to the heart of predatory lending - i.e., abusive
loan terms and practices.

Given the shortfalls in the current set of remedies, an effective rem-
edy must accomplish several things.  It must create effective disincen-
tives to refrain from predatory loans and must force predatory lenders
and brokers to internalize harm.  It must outlaw predatory practices in
such a way that the law is understandable, violations can be easily
proven, and lenders and brokers cannot evade the law.  It must avoid
price regulation and other constraints on legitimate subprime loans.  It
must compensate victims for losses and grant loan reformation.  And it
must furnish the private bar and victims with adequate incentives to
bring predatory lending claims.

In devising such a remedy, we take a leaf from the suitability doc-
trine in federal securities law.   In its general form, a duty of suitability
in mortgage lending would have three components.  Under that duty,
lenders and brokers would be prohibited from selling subprime loans:  

(1) that exceeded individual customers' risk thresholds; 

(2) to borrowers who qualified for prime rates; and/or,

(3) that contained oppressive mandatory arbitration clauses.

If the duty of suitability is appropriate for financial instruments that
have been the traditional province of the affluent and the middle class,
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it is appropriate for financial instruments that are peddled to the poor-
est rung of society.  Such a duty would counteract the current financial
incentives of lenders and brokers to exploit information asymmetries
among market participants.  In essence, a duty of suitability would pro-
vide the disincentive to predatory lending that credit rationing histori-
cally provided before the rise of the subprime market. 

To avoid impinging on legitimate credit, we recommend vesting the
Federal Trade Commission with authority under Section 5 of the
Federal Trade Commission to define the precise requirements of the
duty of suitability through regulation.  To ensure adequate enforcement,
we further recommend amending Section 5 to add a private right of
action for predatory lending, in addition to the Federal Tr a d e
Commission enforcement that now exists.
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J.D. from the University of California at Berkeley.



168 The Law and Economics of Remedies for Predatory Lending

Notes 

1 The Law and Economics of Remedies for Predatory Lending (latest draft available
at http://www.law.csuohio.edu/handbook/predatorylending.pdf).

2 Ironically, depository institutions may have a veiled presence in the predatory lend-
ing market.  Some banks and thrifts, whose direct lending is legitimate, have sub-
sidiaries or affiliates that engage in predatory lending. Although the disincentives 
to engaging in predatory lending are greatest for banks and thrifts, several of the 
disincentives, including reputational concerns, also apply to legitimate subprime
lenders.
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Overview

The papers I have been asked to discuss address the issues of credit
scoring, predatory lending, and community development venture capi-
tal.  All three papers relate to a single important theme. That unifying
theme is the issue of risk. 

The first paper discusses alternative ways to measure individual-
borrower risk and suggests that sophisticated scoring models may over-
state credit risk for various underserved borrower groups. The second
paper focuses on the extremely negative consequences that can occur
within a market when individual-borrower risk is poorly understood or
overstated. The final paper highlights the fact that broader community
investments (in this instance, in the form of venture capital), can also
be stifled when risks are poorly understood or measured. 

My remarks will focus on the general direction and policy signifi-
cance of each contribution.  I will also highlight areas for further
research or consideration that flow from each of the papers just pre-
sented.  But, before addressing the individual papers, I would like to
place those papers into a broader context.

Today’s conference focuses on recent changes in the financial serv-
ices arena and their impact on lower-income and minority communi-
ties. Those impacts have not been positive.  The American financial
system is arguably the most sophisticated and efficient in the world.
And increasingly, middle- and upper-income households are benefiting
from financial services’innovation and modernization.  But while most
households increasingly enjoy the fruits of financial modernization,
lower-income, and particularly, lower-income minority households,
face financial marginalization.  Commercial banks, savings institutions,
brokerage houses, and other intermediaries each day bring new and
exciting services to the market place that more effectively link individ-
ual households to the capital markets.  At the opposite end of the finan-
cial services spectrum, lower-income and minority communities are
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increasingly the focus of check-cashing outlets, pawn shops, rent-to-
own stores, and payday lenders.  The result is an increasingly segment-
ed financial-services system in which lower-income, particularly
minority, households often and increasingly pay substantially more for
the financial-services transactions in which they engage. Moreover,
total reliance on fringe lenders would be detrimental to households
even if the fees charged by alternative financial-services firms were rel-
atively the same as mainstream financial-services firms. The reason is
that check cashiers, pawn shops, title lenders, and related financial
services storefronts do not offer savings accounts. As a result, house-
holds that are solely reliant on them for financial services have neither
the incentive nor the opportunity to save.

Further, the communities in which fringe lenders concentrate tend
to be the breeding ground for a host of questionable, unscrupulous, or
fraudulent financial-services activities such as excessive subprime
lending and predatory lending.  On their behalf, fringe lenders argue
that their existence and success is a direct result of a lack of financial-
services options for the households they serve. They point out that they
are merely filling an important financial services gap. There is merit to
that argument. In moderation, alternative financial-services providers
play an important role in serving the needs of lower-income households
that have difficulty managing credit or whose incomes force them to
live on the margin. But the rapid growth of these institutions means that
they are capturing an increasing number of households that should and
could benefit from lower-cost, wealth building mainstream institutions
available to and accessed by most American households.  When added
together, the proliferation of alternative financial-services storefronts
and excessive subprime lending, concentrated in lower-income — par-
ticularly minority — communities will only exacerbate the growing
wealth disparities between rich and poor that have captured so much
public attention over the past few years.  The need to better understand
the financial markets, and more directly, market failure, for lower-
income and minority communities, has never been more urgent. 

The papers I have been asked to review address several aspects of
the issues that I have just highlighted.  They focus, in different ways, on
how the lack of reliable information on credit risk undermines market
efficiencies and leads to overpriced financial services and outright
fraud for the most financially vulnerable households in our society.
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Paper #1: The Influence of Bureau Scores, Customized Scores, and Judgmental
Review in the Bank Underwriting Decision-Making Process

The justification for both excessive subprime lending as well as fringe
financial services is that households in distressed communities are
extremely high risk and these respective services are simply tailored to
meet their needs.  But because there is practically no publicly available
data that could enable us to better understand the relationship between
various levels of risk and fee structures, conversations on this subject
are non-conclusive.

The first paper that examines alternative approaches to evaluating
credit risk for home loans among underserved borrower groups
attempts to address this issue. The research demonstrates that an intu-
itively reasonable custom-scoring model and judgmental loan-evalua-
tion process can produce rejection rates that differ greatly from those
produced by FICO scores.  This information is useful to the extent that
it suggests that FICO scores may not be the most useful or accurate
measures of a household’s creditworthiness. And, there remains a
strong need for performance data on alternative underwriting criteria,
particularly as it relates to underserved borrower groups.

This issue is increasingly important given the industry's movement
to risk-based pricing. There is real potential to incorporate inherently
biased risk-assessment models into even more complex systems. If that
happened, those systems might provide an undeserved assumption of
credibility to models that systematically charge more for mortgage
credit based on poorly specified, inaccurate, and inappropriate risk
assessment methodologies and tools.  Of course, the paper’s obvious
weakness is the lack of performance data that would enable us to
determine the validity of the alternative risk-assessment methods pre-
sented in the paper.  But we should be cautious in criticizing the paper
for the lack of information in that arena.  For the more we criticize the
paper, the more we reinforce one of the authors' principal points: the
need for more and better performance data to evaluate the accuracy and
fairness of alternative underwriting approaches.

Paper #2: The Law and Economics of Remedies for Predatory Lending

The second paper on predatory lending is groundbreaking for a variety
of reasons and should be considered required reading for any policy
analyst interested in the subject of predatory lending. The paper makes
three particularly important contributions to the discussions on 
predatory lending.
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First, and perhaps most importantly, it provides a useful set of cri-
teria to define the practice of predatory lending. Often, discussions on
predatory lending suggest that there is a bright blue line between preda-
tory lending and subprime lending. The reality is that there is a very
large gray area between the two. This paper is one of the first that
directly addressed that issue.

A major predatory lending issue should be the systematic provision
of high-cost loans to borrowers who could have reasonably received
credit in the prime market. In these instances, loans may not contain the
extremely abusive features that are commonly associated with predato-
ry loans such as single-premium credit life insurance, balloon pay-
ments, prepayment restrictions that do not benefit the borrower, and
related terms.  Those loans might simply be high cost — marketed to
households due to their financial vulnerability and protected-class char-
acteristics such as race/ethnicity, age, or physical or mental challenges.
In fact, this gray area is perhaps more important and destructive at a
community level than the more infamous predatory lending behavior
because it impacts many more households and involves significantly
more money.

The typical subprime mortgage is roughly 300 to 400 basis points
higher than a comparable prime-market loan.  But even one percentage
point can result in enormous wealth stripping from a family on a mod-
est-priced home.  For example, consider the difference in the cost of an
$80,000 mortgage over its 30-year life, assuming only a one-percentage
point increase in the interest rate.  Assuming a prime-market rate of 8
percent, the long-term difference between an 8 percentage point and 9
percentage point mortgage is more than $20,000.  The difference in cost
over the life of the mortgage at the more typical 300 to 400 basis point
differential would range from more than $60,000 to more than $80,000.
And many minority households have loans that greatly exceed that typ-
ical 300 to 400 basis point differential.  The traditional assumption that
predatory lending must contain some set of egregious loan terms is in
some important ways distracting.  The failure to provide households
with roughly equal creditworthiness equal access to credit on equal
terms should be a violation of fair lending, equal credit opportunity
and/or anti-predatory lending laws.  This paper opens that door by
encouraging regulators and others not to focus solely on a narrow set of
loan provisions as defining characteristics of predatory lending.

The second contribution this paper makes is its thoughtful discus-
sion of the evolution of the market trends that fueled the growth of sub-
prime and, ultimately, predatory lending. For example, many other
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writers have focused on the role that securitization has played in this
arena.  But this paper goes beyond the fact that loans have been securi-
tized and deals with the reality that information asymmetries between
the secondary markets and primary lenders have helped to promote
predatory lending.  

The fact that secondary market participants may not have been
aware that they were purchasing predatory loans should not mean that
they should be absolved from being responsible for their actions.  But
an awareness of information asymmetries is important in policy dis-
cussions, particularly between financial institutions, nonprofit institu-
tions, and regulatory agencies when they meet to discuss the roles of
various actors in promoting predatory lending and how best to manage
or regulate it in the future.

The paper’s third strong point is the vast array of legal strategies
that might significantly help to shut down predatory lending practices.
Not only do the authors focus on major legal theories and strategies and
address possible legislative as well as judicial strategies, they also high-
light several obscure legal strategies and concepts.  This is important
because predatory lending is complex and the more strategies available
to attorneys representing victimized households, the better. The solu-
tions section also carefully focuses on the possible negative economic
repercussions of possible strategies and discourages enactment of leg-
islation or promulgation of regulations that might have a particularly
negative impact on legitimate providers of subprime loans.

The paper also points to the weaknesses and limitations of solutions
such as consumer education and additional disclosure requirements as
potentially placing an unrealistically high burden and expectation on
consumers.  The paper presents perhaps one of the most thoughtful
series of questions to date that should be addressed when considering
the use of consumer financial education and counseling as a strategy to
combat predatory lending.

This paper has its strengths, but, like any work, it is not without its
weak spots. Three areas could be addressed to improve the paper even
further. The paper carefully reviews the role of various market players
in creating an environment wherein predatory lending could thrive.  But
it is silent in pointing out that federal regulatory oversight has failed to
protect the financial interests of those lower-income and protected-class
households who need protection the most.  The failure of government
to effectively manage the moral hazards created by information asym-
metries from securitization and reduced commitment to creditworthi-
ness by many of the new market players, including non bank and sub-
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prime lenders, led to deception and fraud and eventually made predato-
ry lending possible and rampant.

In fact, government has not only been on the sidelines, but when it
was in the game, they were often on the wrong side.  There is no men-
tion in the paper, for example, of how federal policies related to the
Home Owners Loan Corporation or FHA underwriting criteria during
the middle part of the 1900s directly and explicitly promoted segregat-
ed communities. And these communities now serve as the convenient
market for abusive and discriminatory lenders to target.

The authors highlight, but do not discuss, a classic case of regula-
tory failure. That failure was the lack of aggressive steps on the part of
government, immediately after the passage of fair lending and equal
credit opportunity laws, to ensure that protected class households and
their communities were fully protected and integrated into the larger,
mainstream financial-services markets.  The lack of any specific regu-
latory actions designed to meet the unique needs of disenfranchised
households and communities is an issue that should not be overlooked
as we consider the justifications for future federal policy and regulato-
ry intervention and oversight.

Closely related to this issue is the weakness of the paper to high-
light the need for better data collection. The paper thoughtfully dis-
cusses information asymmetries but does not address perhaps the sin-
gle most important information asymmetry — the information gap
between the behavior of subprime lenders and fringe lenders and the
public’s awareness of that behavior.

Information can often be a most powerful cure. The enhancement
of the Home Mortgage Loan Disclosure Database with applicant attrib-
utes such as race/ethnicity, age, and gender powerfully demonstrates
this point.  At the time the advocacy community was attempting to have
borrower-attribute data added to the Home Mortgage Disclosure Act
(HMDA), there were many who argued that additional information
would not do any good because it could only show who was rejected
for mortgage loans but could not explain why.  In retrospect, we know
that view was wrong. From its immediate release, the enhanced HMDA
data provided the spark that ultimately ignited a sea of change in the
affordable lending arena.  That data, which showed that Blacks and
Hispanics were routinely rejected for home mortgage loans two, three,
five and sometimes as high as seven times more frequently as non-
Hispanic White households with similar incomes, brought swift con-
demnation from the general public, advocacy agencies, and regulatory
institutions.  In fact, many private financial institutions were so dis-
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turbed by the data that they unilaterally committed their institutions to
address these huge disparities.

Better information would greatly help to identify major trends in
lending to protected-class households and would likely begin to slow
down some excessive fringe and subprime lending activities without
any further regulatory actions.  But even if that did not occur, better
information on broad trends by various financial institutions would
improve the ability of advocacy organizations and regulatory agencies
to identify questionable activity for further examination.

The second shortcoming of the paper deals with its suggestions, or
lack thereof, on how to promote vibrant and competitive markets as a
solution to excessive subprime lending. The paper carefully points to
the need to avoid actions that would limit legitimate private-market
activities.  But its suggestions to promote more competitive markets is
limited to a few recommendations to enhance legitimate subprime lend-
ing. While some of these ideas are worth further exploration, the broad-
er issue of integration of the markets is not raised.

Over the long term, a more comprehensive set of policies might
look at ways in which regulatory agencies can help expedite the move-
ment of the financial markets away from separate markets for subprime
and prime credit and toward a market characterized by a continuum of
credit in which all borrowers enter through the same door and receive
credit based on their individual risk characteristics.  This robust risk-
based pricing environment would eliminate the blunt pricing cutoffs
between prime and subprime lending and could lower costs for all bor-
rowers, including credit-impaired applicants. But as I stated earlier,
caution should be taken not to institutionalize poor credit-risk apprais-
al models into sophisticated risk-based pricing systems.

Finally, the broader issue of financial services, in general, in lower-
income and minority communities should not be ignored.  So long as
disenfranchised lower-income and minority communities are inappro-
priately viewed as excessively high risk areas, and competition for
mainstream financial services are limited, those areas will continue to
be plagued by high levels of unscrupulous, if not fraudulent, financial-
services providers who will simply shift their focus to those activities
that are the least regulated.

Further, the lack of vibrant financial services markets, for both per-
sonal and business investments, also limits investment for broader com-
munity development activities.  
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Paper #3:  Community Development Venture Capital

My last comment relates to the final paper presented on this panel.  It
addresses the potential role for venture capital in lower-income com-
munities, and by extension, the lack of venture capital in these com-
munities.  It highlights the fact that venture capital can be a valuable
tool for communities and a profitable vehicle for investors.

The paper is important because it traces the growth of the venture
capital industry and highlights the fact that venture capital is increas-
ingly a viable tool to promote community reinvestment activities. But
the study is short on data, which limits its usefulness.

I am cautious not to criticize the paper's shortcoming on shortage
of data. This lack of data is not the fault of the author; rather, it high-
lights an important possible role for regulatory agencies to more care-
fully examine the financial markets in distressed communities to help
financial institutions and communities better understand their full 
market potential.

The real shortcoming of the paper is that it does not identify at least
two major and systematic issues that arise in the context of venture cap-
ital for projects in lower-income and minority communities.

First, community development finance does not exist in a vacuum.
An investment on one side of a street will be greatly influenced by what
is located or ultimately located across from it.  In vibrant investment
markets, environmental uncertainties such as this and others are limit-
ed or minimized.  In vibrant markets, private market priorities, as well
as government’s role with respect to zoning requirements, long-range
plans, building codes, and related issues, are generally well known 
and provide a firm basis of information upon which to base 
investment decisions.

In lower-income and minority communities, there is often great
uncertainty about all these issues and more.  Issues such as the possible
impacts of high crime rates, inability or ability to secure vacant or aban-
doned properties for subsequent investments, and local government's
understanding of the need to work closely with developers to ensure the
long-term viability of new investments are often open questions that
discourage private investors.

Second, venture capital is only one form of specialized financing
that might be used to promote community investment. By implication,
the paper suggests that development of specialized financial intermedi-
aries should be a goal of public policy. There are currently many spe-
cialized institutions attempting to meet the financing needs of lower-
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income and minority communities, including community development
commercial banks, community development thrifts, community devel-
opment credit unions, community development trust funds, and com-
munity development REITS.  Research shows that intermediary effi-
ciency of this fragmented and specialized development financing sys-
tem is significantly lower than other types of intermediation, such as
corporate finance or housing finance.  Moreover, the trend in financial
services is the shedding of institutional fragmentation in favor of insti-
tutional consolidation, process integration, and functional or product
specialization.  While specialized intermediaries might be useful to
pilot or test products or approaches, the longer-term goal of communi-
ty investment ought to be the full integration of these activities into the
financial mainstream. This fully integrated system would involve pub-
lic, private, and nonprofit institutions and would be able to fulfill the
capital needs for families, businesses, and economic development proj-
ects at the community level.

Conclusion

The conference today addresses the financial services environment for
lower-income and minority households and communities in a compre-
hensive and broad-based fashion. The need to bring market efficiencies
to America's distressed communities cannot be overstated.

Over the past four decades, a variety of interventions have been
launched to help improve the condition of impoverished and economi-
cally deprived communities. But despite the expenditure of hundreds of
billions of dollars, many communities are not much better off today
than they were decades ago; in fact, some are in worse shape.

Of the many innovative community development strategies and
programs that have been launched, few, if any, have taken a direct and
pointed aim at the financial-services infrastructure that serves dis-
tressed communities. Yet we know that access to mainstream wealth-
building institutions is the most time-tested and proven way to build
individual wealth and, ultimately, community wealth.

The significance of the Federal Reserve System’s sponsorship of
today’s conference cannot be overstated.  It is my hope that today’s
conversation will evolve into a much more robust focus on the full
array of financing needs of households and communities that have not
benefited from the efficiencies and power of the American financial-
services infrastructure and the enormous capabilities it offers.
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To escape from poverty requires assets, be they human, physical, social,
or financial. Individual Development Accounts (IDAs) are designed to
help the poor build assets. Withdrawals from IDAs are matched if used
for home purchase, post-secondary education, or self-employment.
Participants also receive financial education and support from IDA
s t a ff. This paper discusses evidence from the A m e rican Dre a m
Demonstration (ADD) on a series of questions.

We thank the private foundations that fund the American Dream Demonstration (ADD): Ford,
Charles Stewart Mott,Joyce, F.B.Heron,John D.and Catherine T. MacArthur, Citigroup, Fannie
Mae,Levi Strauss,Ewing Marion Kauffman, Rockefeller, and the Moriah Fund.

We also thank the Evaluation Advisory Board: Margaret Clark, Claudia Coulton, Kathryn
Edin, John Else, Robert Friedman, Irving Garfinkle, Karen Holden, Laurence Kotlikoff, Robert
Plotnick, Salome Raheim, Marguerite Robinson, Clemente Ruíz Durán, and Thomas Shapiro.
Lisa Morris and Alicia Williams provided useful comments on a draft.

Robert Friedman, founder and chair of the Corporation for Enterprise Development
(CFED), conceived and produced ADD. Brian Grossman, René Bryce-Laporte, and other CFED
staff have also supported the evaluation of ADD.

Karen Edwards and Suzie Fragale of the Center for Social Development provided consis-
tently excellent managerial and editorial support.
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Can the poor save in IDAs? Low-resource people did save and
build assets in IDAs in ADD:

● Average monthly net deposits per participant were $25.42.

● The average participant used two-thirds of match-eligibility.

● The average participant made a deposit in seven of 12 months.

● With an average match rate of 2:1, participants accumulated 
about $900 per year in IDAs.

How do IDAs work? Key links between savings and institutional char-
acteristics in ADD were:

● Savings increased — up to a point — with more hours of financial
education.

● Higher mat ch rates we re linked with fewer unmat ched 
withdrawals and with less risk of exit but not with higher savings.

● Higher match caps were associated with better savings outcomes.

Where do IDA deposits come from? Participants used both new savings
and reshuffled assets.

Who saves in IDAs? ADD did not necessarily serve only the most able:

● Income was not linked to savings, and the very poor saved at a 
higher rate than the less poor.

● The receipt of public assistance, all else constant, was not asso-
ciated with savings.

● Asian A m e ricans saved about $10 more per month than 
Hispanics or Caucasians and about $20 more per month than 
African Americans or Native Americans.

What do IDAs cost? So far in ADD, program costs have been about
$2.70 per dollar deposited. Costs seem to have fallen through time.
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Introduction

The question of how to help the poor get rich is, in essence, the ques-
tion of how to help them accumulate assets. Poverty is a trap because
resources are needed to produce resources. People with low resources
relative to subsistence consumption, however, save few resources and
so produce too little to embark on a path of consistent increases in con-
sumption in the long term.1

To escape from poverty requires capital, be it human, physical,
social, or financial. To this end, many U.S. policies subsidize asset
accumulation. Few of these policies, however, reach low-resource peo-
ple because they leverage existing wealth, operate via tax breaks, or
require debt.

A new policy proposal designed to help the poor accumulate assets
— Individual Development Accounts (IDAs) — does not make these
requirements. Withdrawals from IDAs are matched if used to buy a
home, pay for post-secondary education, or finance self-employment.
Participants in IDAs also receive financial education and support from
IDA staff.

This paper uses data from the American Dream Demonstration
(ADD) to address a series of questions about asset accumulation in
IDAs by low-resource people. We find that:

● Low-resource people can save and build assets in IDAs. We do 
not know, however, how much of IDAdeposits were new savings
and how much were reshuffled assets.

● Observed factors constant, income, gender, and welfare receipt 
were not linked with net deposits in IDAs. Although members of
all racial/ethnic groups saved in IDAs, some saved more than 
others. Also, the very poor saved a larger share of their income 
than the less poor.

● Institutional characteristics mattered, especially financial
education and match rates.

● IDAs in ADD were costly. A different structure and bundle of 
services will be needed if IDAs are to become universal and
permanent.

This paper proceeds as follows. We first present IDAs and ADD,
review relevant saving theory, and discuss current asset-subsidization
policy. We then discuss evidence from ADD on whether the poor can
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save in IDAs, how IDAs work, where deposits come from, who saves
in IDAs, and what IDAs cost. The final section discusses the 
main results.

Individual Development Accounts and the American Dream Demonstration

IDAs subsidize asset accumulation by the poor. Unlike Individual
Retirement Accounts (IRAs) or 401(k) plans, IDAs are targeted to the
poor, provide subsidies through matches rather than tax breaks, and
require financial education. IDAs largely decouple the asset-subsidy
mechanism from wealth, taxes, and loans.

People who pass a means test deposit post-tax dollars in insured,
interest-bearing passbook savings accounts. They receive monthly
statements (from the bank and the IDA program), financial education,
and support from staff and peers. Withdrawals are matched if used for
home purchase, post-secondary education, or small business.2 Matches
are disbursed directly to vendors, and withdrawals for other purposes
are allowed but are not matched. The original proposal calls for perma-
nent accounts for all, opened at birth, with greater subsidies for the poor
(Sherraden, 1991). Regardless of balances or activity, people would not
be “on” or “off” IDAs just as they are not “on” or “off” IRAs. Funds
for program costs and matches may come from public or private
sources. As a simple way to subsidize savings earmarked for specific
purposes, IDAs may fit a wide range of community-development and
public-policy purposes.

Intellectual History

Development economics has long seen saving as central to long-term
improvement in the well-being of the poor in nonindustrialized coun-
tries (Besley, 1992; Deaton, 1992). The importance of saving for the
poor in industrialized countries, however, was somehow overlooked
(Sherraden, 1991). Public assistance aimed to meet subsistence require-
ments, but it stopped short of transfers in levels and forms that would
allow and encourage people to break out of poverty.

In 1988, a movement started to include the poor in asset-subsidy
policies. Friedman’s The Safety Net as Ladder proposed changes to
public assistance to encourage development beyond subsistence.
Haveman’s Starting Even said that “transfer payments are necessary
but not sufficient” (p. 149). Sherraden’s “Rethinking Social Welfare:
Towards Assets” critiqued the subsistence paradigm and proposed
IDAs as a step toward a development paradigm.
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The movement has gained intellectual momentum (Ackerman and
Alstott, 1999; Conley, 1999; Oliver and Shapiro, 1995) and attracted
support from all points along the political spectrum. For example, Bill
Clinton — who as governor of Arkansas wrote the foreword to The
Safety Net as Ladder — supported IDAs in his 1992 campaign and later
proposed a large matched-savings program (Wayne, 1999). T h e
Savings for Working Families Act (H.R. 4106 and S. 2023) would
budget up to $10 billion for IDAs. Both George W. Bush and Al Gore
had billion-dollar IDA proposals in their platforms, and both proposed
some form of individual accounts for retirement.3 The government of
Canada plans to sponsor an IDA demonstration in 10 cities, and in the
United Kingdom, the New Labour government has also proposed
accounts that are like IDAs.

The American Dream Demonstration

Evaluation was built into the design of IDAs in the United States
(Sherraden, et al, 1995). The focal point is the American Dream
Demonstration (ADD). Run by the Corporation for Enterprise
Development with private and public funds, ADD enrolled 2,378 par-
ticipants in 14 programs across the United States since July 1997. In
most cases, deposits are eligible for matches through 2001, and
matched withdrawals may be made after that.4 The evaluation of ADD
uses several methods:

● Assessment of the process of program start-up and implementation
through interviews with program staff. This component addresses
the question, “How are IDA programs best set-up?”

● Monitoring of savings by participants. This component — reported
on in this paper — asks, “What are the savings outcomes in 
IDAs?”  It uses demographic and socio-economic data from 
interviews at enrollment and data from bank statements on 
monthly IDA cash flows.

● Case studies and in-depth interviews with participants. These add
depth and context to the question, “How and why do people save
in IDAs, and what do they see as impacts?”

● Cross-sectional survey of participants. The intent is to inform 
policy and program design even before ADD is complete (Moore
et al, 2001).
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● Assessment of community-level effects. This will address the 
question, “How does a concentration of IDAs affect a community?”

● An experimental design with a longitudinal survey of qualified 
applicants randomly allowed or denied access to IDAs in one 
program. This will address the question, “What are the econom-
ic and noneconomic impacts of IDAs?”  There will also be a 
financial cost-benefit analysis.

Data from ADD

Data on programs and participants in ADD come from the Management
Information System for Individual Development Accounts (MIS IDA),
a system designed, sold, and supported by the Center for Social
Development at Washington University in St. Louis (Johnson,
Hinterlong, and Sherraden, 2000). The software stores data for evalua-
tion as programs use it to manage logistics.

IDA staff members record five types of data in MIS IDA:

● Account-structure parameters at the start of the program

● Demographic and socio-economic data on participants at 
enrollment

● Monthly IDA cash-flow data from account statements

● Monthly program inputs and expenses

● Intermittent events such as attendance at financial-education 
classes or program exit

The cash-flow data may be the best (or the only) data on high-fre-
quency saving by the poor in a subsidized-savings program. The analy-
sis in this paper uses these data. The cash flows are accurate and com-
plete; they come from records of depository institutions, satisfy
accounting identities, and have passed through extensive cross-checks.

Of course, no data set is perfect. IDAstaff are not researchers, and,
despite their consistent commitment to accurate data and their strong
support for the evaluation as a whole, quality varies among programs
and types of data. Most time-constant demographics are accurate.



189

Time-varying socio-economic data, regardless of accuracy, may change
after enrollment, but the analysis here uses at-enrollment data to avoid
endogeneity issues. Also, variables added to MIS IDA after ADD start-
ed were not collected from all already-enrolled participants, especially
those who had exited. As in all surveys, income, assets, and liabilities
are noisy and probably understated. The account-structure parameters
in MIS IDA may not always match the rules used in practice. We have
no foolproof way to know whether program staff recorded all intermit-
tent events. Finally, program costs are measured with noise.
Throughout this paper, we take care to note when data issues might
influence results. Schreiner et al (2001) discuss the data at length.

The Questions that ADD Can Answer

Participants in ADD were both self-selected (they chose to participate
based on expected net benefits) and program-selected (most programs
targeted the “working poor,” women, and/or people of color). With data
only on participants, we cannot sort out the effects of selection from the
effects of use. The MIS IDA data cannot reveal the impact of access to
IDAs on eligibles.

In fact, MIS IDA data cannot reveal impact even on participants
because we have no credible way to estimate outcomes in the absence
of participation. The experimental-design component of ADD will esti-
mate impact for participants, but that data is not yet available, and even
the experiment randomizes access not across eligible persons but across
qualified applicants.

ADD runs for a limited time because it has limited funds. If the
goal is long-term improvement in well being, if assets foster develop-
ment, and if IDAs increase asset accumulation by the poor, then a per-
manent program is probably better than a time-limited one. ADD can-
not tell us, however, how people would behave if they had permanent
access to IDAs.

The MIS IDA data do show how participants saved in IDAs in
ADD. This is not the grandest of questions, but it matters, especially
because many people believe that the poor cannot save at all.

The MIS IDA data also address how institutions affect saving.
Sherraden (1991) and Beverly and Sherraden (1999) hypothesize that
saving by the poor and nonpoor depends not just on rational choice but
also on institutions. Variation in rules across groups of participants in
ADD shows how saving behavior changes with match rate, match cap,
and financial education.5
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Theories of Saving and the Poor

This section describes theories of saving and asset accumulation 
and how the institutional structure of IDAs incorporates insights from
these theories.

Saving and Asset Accumulation

Income is defined as the inflow of resources to a household in a given
period of time. Assets are defined as stocks of resources held at a given
point in time. Whether seen as assets or income, resources may be con-
sumed (changed into forms no longer useful) or moved through time.

Saving is defined as an increase in assets (or net worth) in a period.
Dissaving is a decrease in assets. Saving is due to not consuming
income, and dissaving is due to consuming assets.

Asset accumulation is a long-lasting increase in assets. Saving consis-
tently in excess of dissaving leads to asset accumulation; saving fol-
lowed soon after by dissaving does not.

The concept of assets encompasses far more than financial assets
as cash or as balances in a bank account. The chief asset of most peo-
ple, especially the poor, is human capital. People also possess house-
hold durables (such as homes, cars, clothes, furniture, and appliances)
and producer durables (such as tools for self-employment). People also
use the networks, norms, and trust encompassed in social capital to pro-
duce information, reduce transaction costs, buffer shocks, and comfort
psyches. Sherraden (1991) gives a typology of assets and their returns.

Asset accumulation matters because resources are required for pro-
duction (and thus for income and future capacity to consume and/or
produce), smooth consumption, cope with risk, and make lumpy pur-
chases. In the absence of constant, massive, and probably unsustainable
transfers from government, long-term improvement in individual well-
being requires increased productive capacity. Because assets beget
assets, the escape from poverty requires asset accumulation.

Beyond these economic effects of resource use, Sherraden (1991)
suggests that mere resource ownership has healthy effects on thoughts,
behavior, goals, and overall well being. People who own assets expect
better economic outcomes in the future, and this expectation may spark
hope that changes current feelings, beliefs, and choices.
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If asset accumulation matters so much (for both economic and
noneconomic reasons) and if everyone both saves and dissaves to some
extent, then what determines who enjoys the benefits of asset accumu-
lation when savings exceed dissavings in the long term? Why do some
people become (or stay) poor, and why do others become (or stay) rich?

Theories of Saving and Asset Accumulation

Three theories of saving relevant to IDAs are economic, social/psycho-
logical, and behavioral.

Economic theory. Economics assumes that people seek to maximize
long-term utility subject to opportunities and constraints. People are
assumed forward-looking and rational, and preferences are fixed.
Choices and the stochastic distribution of their consequences are
known and exogenous. Preferences are the deus ex machina of un-
known causes that drive results.

Perhaps the most fundamental insight of economic theory for sav-
ing and the poor is simply that people with few resources relative to
subsistence constraints, be they biological, psychological, or cultural,
have less resources available to save. Also, the decreasing marginal
utility of consumption means that the poor pay more (in terms of fore-
gone utility) to save. Because current savings (in human capital, finan-
cial assets, social networks, and producer and consumer durables)
determines future production and future income, poverty can be a trap
of low assets.

Some economic theory also highlights the importance of indivisi-
bilities. Some assets (such as a house, car, or college education) have a
minimum size, and saving for a lumpy purchase is more difficult than
if the asset could be purchased (and be productive) in smaller pieces.

Through the match, the institutional structure of IDAs addresses
both the rate-of-return issue and the size-of-return issue. For example,
the average match rate in ADD of 2:1 may be so high that people may
find saving worthwhile despite a high value for current consumption.6

Also, the match changes a given level of savings by participants into a
higher level of asset accumulation, perhaps enough to purchase a 
lumpy asset.

Social/psychological theories .7 These theories emphasize that people
are not always rational and that social norms and interactions shape
preferences. They try to get behind the deus ex machina of preferences
to explain saving-related goals and expectations.
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These theories assume that people do not always form their own
goals or even know what choices they might make, let alone know the
complete distribution of the consequences of choices. For example,
people who see family and friends save tend to see saving as a choice
that they themselves might make (Lusardi, 2000). Likewise, different
cultural and familial norms and experiences may lead to different sav-
ings goals. For example, the American Dream of homeownership is 
a goal that U.S. society expects of married people more than of 
single people.

Broad social norms also mold saving expectations. Americans learn
that Benjamin Franklin was wise and advised that a penny saved was a
penny earned. Social norms are susceptible to policy through the rules
of thumb that people use in the absence of perfect omniscience and
rationality. For example, the Japanese seem to have largely conformed
to the rather arbitrary suggestion of their government to save one-fifth
of income (Bernheim, 1994). In the United States, the home-mortgage
interest deduction implicitly suggests that a home is a good investment.
Likewise, 401(k) plans signal workers that saving matters and is at least
partly their responsibility.

The institutional structure of IDAs builds on social/psychological
theory in several ways. First, the mere existence of IDAs sends a mes-
sage that the poor can (and perhaps should) save. The match in partic-
ular attracts attention.8 Second, IDAs require financial education; peo-
ple are not assumed to know how to save nor the consequences of
choosing to save. Third, IDAs provide feedback and social support
through staff and peers. Fourth, planning for IDA withdrawals encour-
ages participants to make goals and to think about the benefits of sav-
ing. Fifth, participants receive monthly statements that remind them of
their saving goals and show their progress.

Behavioral theories.  Like social/psychological theory, behavioral the-
ory relaxes some assumptions in economic theory. It recognizes that
people impose nonfungibility on resources through systems of mental
accounts (Shefrin and Thaler, 1988). For example, small windfalls, per-
haps from lottery wins, may be assigned to splurges. Likewise, debt
may be acceptable for assets such as a home or college education, but
not for restaurant meals or Christmas gifts.

Behavioral theory also recognizes that people know that they do
not always do what is best for themselves. People are both forward-
looking and myopic; they recognize that they will be tempted to spend
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even if saving would make them better-off in the long term. Thus, they
may create their own mental or external rewards and punishments that
make it difficult to spend rather than save (Thaler; 1994, Maital, 1986).
For example, they may commit to rules of thumb (and make themselves
feel guilty when they break them) such as saving all of the income of
one spouse or “paying oneself first.”  Payroll deduction, probably the
most common precommitment constraint, attenuates payday tempta-
tions. Christmas Clubs and time deposits offer the precommitment con-
straint of a substantial penalty for early withdrawal. Mortgage-financed
purchases of homes or cars can also be a way to commit to save (Maital
and Maital, 1994).

Behavioral theory also notes that people who try to save and suc-
ceed may learn to like saving more (Mischel, 1977). Because repetition
is easier than innovation, saving may be habit-forming.

The institutional structure of IDAs fits behavioral theory because it
provides ways to commit to save and to resist the temptation to dissave.
First, IDAs create a new mental account: savings for a home (or col-
lege, or small business). The distinct account (and reinforcement from
staff that its funds are off-limits, even though in fact they can be with-
drawn — but not matched — at any time for any use) helps participants
view IDA balances as distinct from “spending money” (Beverly,
Moore, and Schreiner, 2001). Second, the expression of the match cap
in terms of a monthly savings target may encourage participants to
develop regular savings habits and give them a goal that they might not
otherwise set for themselves. Third, when available, automatic deposits
into IDAs may help curb temptations to spend money before it is
deposited. Fourth and finally, the perceived obligation to make deposits
in IDAs may give participants a socially acceptable excuse to deny
requests from importunate members of social networks.

Asset-Subsidization Policy in the United States

U.S. public policy often subsidizes asset accumulation (Sherraden,
1991), and sometimes it reduces poverty. For example, the most 
important asset of the poor is their human capital, and the most wide-
spread asset-subsidy policy is public education. Deductions for mort-
gage interest subsidize homeownership, the bedrock of the middle 
class and the second-most important asset of the poor. Subsidized stu-
dent loans (and public colleges and universities) and subsidized retire-
ment accounts are also common asset subsidies that reduce poverty.
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The Homestead Act (Williams, 2000) and the G.I. Bill subsidized assets
for many poor people.

Subsidies for asset accumulation often go disproportionately to the
nonpoor because they directly or indirectly require existing wealth. For
example, local-school finance leads to better public schools in wealthy
neighborhoods. Tax-advantaged retirement accounts link subsidies to
the human capital required to earn income in a high tax bracket. 

Subsidized debt is indirectly linked to wealth because loans can
finance only part of an investment package and because lenders often
take wealth as a signal of creditworthiness. Prospective home buyers
must accumulate both financial capital for a down payment and human
capital to earn income to make mortgage payments. Likewise, student
debtors must have savings (or wealthy parents, or time for a job) to pay
for living expenses beyond tuition and books.

Tax breaks for asset accumulation (such as deferments for IRAs
and 401(k) plans or deductions for student-loan interest and home-
mortgage interest) are weak incentives for people in low tax brackets.
Furthermore, larger loans mean larger subsidies, so the poor — who go
to less-expensive colleges and who buy less-expensive homes — get
smaller subsidies. Whatever the administrative, targeting, and incentive
reasons to link asset subsidies to existing wealth (and thus previous sav-
ing), loans, and taxes, the current system does less for the poor than for
the nonpoor.

Community development has focused on asset accumulation
through education reform (job training, desegregation, and abolition of
local-school finance) and homeownership (the Community
Reinvestment Act and neighborhood redevelopment). These efforts will
continue, but additional efforts may also be warranted. School reform,
for example, is slow, and for many people, too late. Likewise, greater
access to loans will help the poor buy homes, but it will not help them
make mortgage payments. Finally, those who escape welfare may still
get stuck in the ranks of the working poor unless they have high 
human capital.

IDAs may be a useful way to subsidize home purchase, post-sec-
ondary education, and self-employment for the poor because they
largely decouple subsidies from existing wealth, taxes, and loans. Of
course, IDAs require deposits, and these are easiest for people who
already have wealth. If it makes sense to subsidize debt for asset accu-
mulation by the nonpoor, however, then perhaps it also makes sense to
subsidize savings for asset accumulation by the poor.
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Can the Poor Save in IDAs?

ADD shows that the poor can save in IDAs. Although ADD does not
prove that the poor saved more than they would without IDAs, it at least
proves that the poor can save.9

Participation

Enrollment. As of June 30, 2000, the 14 programs in ADD had enrolled
2,378 participants. The average length of participation was 13.3
months, and 81 percent of enrollees were still active.

Graduation. About 13 percent of participants had a matched withdraw-
al; one-fourth of these “graduated” and left the program, and the rest
were still saving for more matched withdrawals.10

Exit. About 16 percent of participants exited without a matched with-
drawal. The cumulative risk of exit was 11 percent for the first 12
months and 16 percent for the first 24 months.

Savings Outcomes

Gross deposits. The average participant deposited $41.43 per month
($552 in 13.3 months).

Unmatched withdrawals. About 25 percent of matchable balances were
removed in unmatched withdrawals. The 37 percent of participants with
unmatched withdrawals (43 percent of whom were exits) averaged 2.9
unmatched withdrawals worth a total of $320. With an average match
rate of 2:1, these people lost potential matches worth about $640. The
unexpected size and frequency of unmatched withdrawals, in spite of
their high opportunity cost, highlight the difficulty of asset accumula-
tion for the poor, even in the supportive institutional context of IDAs.

Net deposits. Defined as gross deposits minus unmatched withdrawals
minus balances in excess of the match cap, net deposits per participant
in ADD were $353 ($420 for nonexits).

Average monthly net deposits (AMND) takes into account the
length of participation. Mean AMND was $25.42 ($30.30 for nonexits).
Median AMND was $17.96 ($23.35 for nonexits).

With an average match rate of 2:1, the average participant accumu-
lated about $75 per month. Asset accumulation in ADD as of June 30,
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2000 (assuming all balances at that point will eventually be removed in
matched withdrawals) is about $1,000 per person (13.3 . 25.42 . 3).

Matched withdrawals. Those with matched withdrawals averaged 2.0
withdrawals for a total of $603. With an average match rate of 1.82:1,
their total asset accumulation averaged $1,698.

Matched withdrawals were more common as balances grew with
time; the probability of a matched withdrawal was nine percent in the
first 12 months and 27 percent in the first 24 months. 

Matched uses. Of participants with a matched withdrawal, 24 percent
bought a home, 24 percent invested in microenterprise, and 21 percent
pursued post-secondary education. The rest used their matched with-
drawals for home repair, retirement, or job training.

Among the 87 percent of participants (including exits) with no
matched withdrawals, 57 percent planned to buy a home, 18 percent
planned for microenterprise, and 15 percent planned for post-secondary
education. The other 10 percent planned for home repair, retirement, or
job training.

Savings Behavior

Savings rate. On average, net deposits were 2.2 percent of income at
enrollment (median 1.3 percent). The savings rate in IDAs decreased as
income increased in cross-section. As discussed later, it may be that the
institutional effects of IDAs are stronger than the economic effects of
income, and perhaps these institutional effects are somehow stronger
for poorer people.

Deposit frequency. At the mean and median, participants made deposits
in seven of 12 months (7.6 of 12 months for nonexits). Although causal-
ity is difficult to determine, some evidence suggests that frequent
depositors accumulate more than infrequent depositors. We suspect that
this results when people target a level of saving and then consume the
rest (rather than target a level of consumption and then save the rest)
and so make a greater effort to save in difficult months.

Net deposits as a percentage of the prorated match cap. On average,
participants were on a pace to save two-thirds of their match-eligibili-
ty. At the median, the share was 49 percent.
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IDAs and EITC. Net deposits increased about $15 per participant per
month in March, April, and May. Participants seem to save a chunk of
tax refunds and/or payments from the Earned Income Tax Credit. Some
programs in ADD explicitly encourage this, and other evidence
(Beverly, Tescher, and Marzahl, 2000; Smeeding, 2000; Souleles,
1999) supports the idea that saving is easier from tax refunds and the
EITC than from “regular” income.

Discussion

Can the poor save in IDAs? The possibility cannot be dismissed.
Participants in ADD saved $25.42 per month, made deposits in 
seven of 12 months, and were on a pace to use about two-thirds of
match eligibility.

Is two-thirds a high or low rate of utilization? The opportunity cost
of not saving the full amount is rather high. As a comparison, three-
fourths of IRA contributors take full advantage of that program (and
more than 90 percent of eligibles do not participate at all), and one-third
of contributors reach the contribution limit in each of three straight
years (Bernheim, 1997).

Are IDAs enough to make a difference? To give perspective, medi-
an liquid assets at enrollment were $125. Median illiquid assets (most-
ly homes and cars) were $1,200, median debt was $1,335, and median
net worth was $100.11 At the median savings level ($17.96 per month),
match rate (2:1), and months of potential participation (36), asset accu-
mulation would be $1,940. Even if all deposits came from reshuffled
assets, IDAs would increase median net worth by more than 
1,000 percent.

For the nonpoor, a few hundred dollars, or even a few thousand dol-
lars, may not seem like much. Data on matched withdrawals, however,
suggest that participants in ADD do use IDAs to purchase assets expect-
ed to have high returns and that mark key steps in the life course.
Perhaps more important, participants in qualitative components of the
evaluation of ADD say that their accumulations have changed their out-
looks for the better. Perhaps what matters is not only the amount accu-
mulated but also the process (and the simple existence) of accumulation.

If the structure of IDAs offers strong incentives to make deposits
and then to maintain them until a matched withdrawal, then why were
unmatched withdrawals so common and large? The data do not reveal
an answer, but a couple of explanations are possible. First, some par-
ticipants may be close to subsistence and have highly variable income
and/or expenses. If income drops (or if expenses spike, perhaps due to
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job loss or illness), then short-term needs may outweigh long-term
opportunity costs. Second, some participants may be short-sighted or
unwise; to the detriment of long-term well being, they may make
unmatched withdrawals for consumption.

Should IDA programs restrict unmatched withdrawals? If partici-
pants expect at enrollment that they will later succumb to make with-
drawals for consumption, then they would welcome restrictions.
Indeed, Moore et al (2001) report that some participants in ADD 
seem to appreciate the formal and informal restrictions on 
unmatched withdrawals.

On the other hand, recurrent emergencies are a fact of life for the
poor. One of the few ways that IDAs might do harm would be to put the
cash out of the poor’s reach. If unmatched withdrawals were tightly
restricted, and if participants expected that they might have emergen-
cies, then, to avoid the trouble of enrollment, deposits, and then with-
drawals, they might not enroll, or they might wait to make deposits
until the deadline.12 If restrictions do lead some people to save outside
IDAs until the deadline, then net deposits may decline because this cash
is more likely to be spent (Bernheim, 1997; Caskey, 1997). Perhaps
IDAs could offer, at enrollment or afterwards, the choice (but not the
requirement) to put at least some IDA deposits in an account with
greater restrictions on unmatched withdrawals.

Why did so many participants exit? As with unmatched with-
drawals, the level of exit was unexpected and suggests that, even in the
supportive institutional context of IDAs, saving is not easy for the poor.
Some exits are inevitable, but two changes to policy and program
design may reduce them. First, permanent access to IDAs would, in a
way, make the exit issue moot, because everyone would always have an
IDA, even if the balance were zero. Second, some programs in ADD
kicked people out for low or infrequent deposits. This freed match
funds for other participants, but if the goal of IDAs is long-term
improvement in well being, then it makes little sense to cut off access
precisely to those for whom saving is the most difficult. Not all people
will save the same amount in the same length of time, but this does not
mean that low savers would not benefit from greater access to institu-
tionalized and subsidized savings mechanisms.

How Do IDAs Work?

Links between saving and the institutional structure of IDAs matter for
two reasons. First, asset accumulation probably depends not only on
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tastes but also on the constraints and opportunities afforded by institu-
tions (Sherraden, 1991). Second, policy can affect institutions.

With IDAs, three institutional effects may matter. First, the match,
apart from its economic incentives, may signal that saving is worth-
while. Second, people may mentally change a match cap — technical-
ly a limit — into a goal, so that higher match caps may lead to higher
savings for noneconomic reasons. Third, financial education may
increase knowledge of how to save and of the benefits of saving (eco-
nomic models often assume no need for education).

Here, we use Probit regressions to link match rates, match caps, and
financial education with the risk of unmatched withdrawals and with
the risk of exit. We also use a two-step regression to measure links
between program rules and net deposits.13 All the regressions start with
the 2,378 participants in ADD and control for a wide range of program
and participant characteristics.14

Match Rates

The question of the effect of the match rate on IDA savings relates to
classic questions of the elasticity of saving to the rate of return and of
the response of employees to match rates in 401(k) plans. The consen-
sus, based on models and data known to be imperfect, is that the elas-
ticity is indistinguishable from zero. Research on 401(k) plans consis-
tently finds that the presence of a match boosts participation, but that
higher match rates — at least once past 0.25:1 or so — do not increase
contributions and may even decrease them (Bassett, Fleming, and
Rodrigues, 1998; Bayer, Bernheim, and Scholz, 1996; Papke and
Poterba, 1995; Kusko, Poterba, and Wilcox, 1994).15 The income effect
seems to overwhelm the substitution effect at all but very low rates of
return. Of course, the match rates in IDAs are far higher than those in 
401(k) plans.

In addition to institutional effects, substitution effects, and income
effects, the match rate might be correlated with IDA savings through
censoring of desired savings at the match cap. This masks any link
between match rates and savings. As of June 30, 2000, 10 percent of
participants in ADD were at the match cap. The share censored will
increase once they all reach their time cap, much as the number of IRA
contributors at the contribution limit is higher on April 15 than in
October. Once ADD is complete, we will account for censoring, but we
do not do so here.
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In sum, institutional effects and substitution effects lead to a posi-
tive association between match rates and savings, but the income effect
and censoring dampen the link. 

In ADD, 24 percent of participants had a match rate of 1:1, 51 per-
cent had 2:1 (the mean and median), 14 percent 3:1, and 6 percent 
from 4:1 to 7:1. In the regressions, a set of four dummies stands for
match rates.

Unmatched withdrawals. Unmatched withdrawals are like negative
savings, so the theory discussed above applies in reverse. Compared
with participants with match rates of 1:1, participants with match rates
of 3:1 or 4:1 to 7:1 had statistically less risk of unmatched withdrawals.
Censoring is not an issue in this case, so it appears that institutional
and/or substitution effects dominate the income effect.

Exit. People who leave an IDA program are like people eligible for a
401(k) plan who do not join. Consistent with the effects of match rates
on participation in 401(k) plans, we expect higher match rates to
decrease the risk of exit from IDAs.

For exit, censoring and income effects are irrelevant. It turns out
that higher match rates were strongly and statistically significantly
linked with less risk of exit. This makes sense, since institutional effects
and/or substitution effects are the only forces in play.

Average monthly net deposits. The match rate had no statistically sig-
nificant link with AMND. This result is consistent with research on
401(k) plans. Like that literature, we fail to control for censoring, but
unlike that literature, we acknowledge this failure. Also unlike the
401(k) literature, we control for the match cap and for a host of other
variables, and we use individual-level data rather than firm-level data.
Thus, although the test here is still flawed, it is probably less flawed
than any other tests so far.

Match Cap

The match cap is defined as the maximum accumulated deposit eligible
for matches. To control for the length of time that different participants
have to make match-eligible deposits, we divide the match cap by the
number of match-eligible months to give the monthly savings target.
We call this a target both to reflect the belief that participants often
change caps into targets and to reflect that many IDAprograms in ADD
advise participants to deposit this amount each month.
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The average monthly savings target in ADD was $43, and average
monthly net deposits per participant were two-thirds of the target. In the
regressions, higher targets were strongly and statistically significantly
linked with less risk of unmatched withdrawals, with less risk of exit,
and with higher average monthly net deposits.

As with links between match rates and savings outcomes, three fac-
tors may explain these strongly positive associations between the
monthly savings target and savings outcomes in IDAs.  These are:

• Institutional effects in which participants change limits into 
goals. Thus, people may save more (or withdraw less, or exit 
less) when presented with a higher limit/goal.

• Net deposits are censored at the match cap. If caps vary and if 
they would censor some participants even in the absence of 
institutional effects, then censoring would induce a spurious 
positive correlation between savings outcomes and match caps.

• Endogeneity. Some IDA programs probably assigned higher 
savings targets to groups of participants whom they expected to 
save more, regardless of institutional structure. As with censoring,
this induces a spurious positive correlation between caps and 
savings outcomes.

The data from ADD do not allow us to distinguish among these 
three factors.

Financial Education

Besides matches, a key feature of IDAs is required financial educa-
tion.16 Financial education in ADD took two forms, general and asset-
specific, with the following broad goals:

• To increase awareness of savings as a wise choice through 
discussion of long-term benefits.

• To instill stronger future orientation through exercises in 
planning and budgeting.

• To transfer practical techniques to reallocate resources from 
consumption to savings, to convert savings to illiquid forms, and 
to maintain savings through time.
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• To communicate IDA rules.

• To provide a setting for peer support and for the exchange 
of experiences.

• To equip participants to purchase and maintain large assets, 
houses in particular.

Each program in ADD sets the number of required hours, and some
programs probably required more hours if they expected their partici-
pants to be low savers. Furthermore, each program selected or devel-
oped its own curricula and enforced the financial-education require-
ment in its own way. MIS IDA recorded only the number of hours
attended by each participant. All hours of financial education were not
the same, but the analysis here must assume that they were.17 Average
hours required were 13, and the average hours attended per participant
were 10.4.

Regression results suggest that net deposits increased about $1 per
month per hour of general financial education, up to 12 hours, at which
point more hours had no effect.18 Asset-specific education followed the
same pattern with a large effect up to six hours and then a plateau.

The results from ADD strongly suggest that some financial education
improves saving performance. Furthermore, short courses may be just
as effective as longer courses.

Where Do IDA Deposits Come From?

IDAs aim to increase saving, but they do so only to the extent that
deposits come from new savings rather than shifted (reshuffled) assets.
For IRAs and 401(k) plans, research suggests that some deposits come
from new savings and some from shifted assets (Bernheim, 1997;
Hubbard and Skinner, 1996). Sherraden (1991) argues that the bulk of
IDA deposits would be mostly new savings because the poor have few
assets to shift. Some evidence for IRAs and 401(k) plans does suggest
that the poor are less likely to shift (Engen and Gale, 2000; Bernheim
and Scholz, 1993). Still, the poor do have some assets, and the match
in IDAs provides strong incentives to shift.

Schreiner et al (2001) lay out a framework in which new savings
come from increased income, increased net appreciation, increased
gifts, and/or decreased consumption. Increased income or decreased
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consumption come from increased effort, increased time in production
(household or market), and/or increased amounts, returns, or utilization
of human capital. In contrast, asset shifts come from increased debt,
decreased asset maintenance, or increased net conversions from non-
IDA assets.

The ADD data do not distinguish well between new savings and
shifted assets. First, like most data sets, some components of net worth
are not measured. Second, net worth for participants without IDAs is,
by definition, not observed. Third, participants are self-selected and
program-selected, so they probably differ from non-participants in
ways that make it difficult to use the net worth of non-participants as a
proxy for the net worth of participants without IDAs.

If only liquid assets (balances in checking accounts and in pass-
book savings accounts, but not cash) held at enrollment could be shift-
ed, and if all liquid assets that could be shifted were indeed shifted, then
shifted assets would make up 53 percent (44 percent median) of IDA
deposits. The strong assumptions of this exercise do little more than
show that shifts were possible.

Survey responses from ADD participants (Moore et al, 2001) show
that IDA deposits came from both new savings and asset shifts. As
examples of new savings, 29 percent were more likely to work longer
hours, 41 percent were more likely to work more, 61 percent were more
likely to increase income in ways other than working more hours, 70
percent shopped more carefully for food, 68 percent ate out less often,
and 34 percent of all participants spent less on alcohol or tobacco. As
examples of shifted assets, 35 percent were less likely to save in non-
IDA forms, seven percent borrowed from family or friends to finance
IDA deposits, 16 percent postponed bill payment, nine percent found it
more difficult to pay bills, 12 percent sold household or personal items,
17 percent postponed visits to the doctor or dentist, and eight percent
gave up food or other necessities. In sum, IDAdeposits were some mix
of new savings and shifted assets.

Who Saves in IDAs?

Because IDAs require participants to save and because participants are
both self-selected and program-selected, there is some concern that
IDAs work better for the most-advantaged of the poor. Evidence from
ADD suggests that this is sometimes, but not always, the case.
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Demographics

Compared to the U.S. low-income population, participants in ADD
were better educated, more likely to be employed, and more likely 
to have a bank account.19 This probably reflects how programs in 
ADD target the “working poor.”  Participants in ADD are also more
likely to be female (80 percent), African-American (47 percent), or
never-married (49 percent).20 This reflects how ADD programs target
the disadvantaged among the “working poor.”

Gender, marital status, and employment were not linked with net
deposits. Four-year college graduates saved the most, and high-school
graduates and two-year college graduates saved the least. All else 
constant, owners of checking accounts saved about $50 more per year
than others, but ownership of a passbook savings account had no 
statistical effect.

Public Assistance

Half of participants had received public assistance, either at enrollment
or before. This was not, however, linked with net deposits, so unob-
served characteristics correlated with receipt of public assistance were
not correlated with willingness and/or ability to save in IDAs.

Income

ADD had a means-test at 200 percent of the family-size adjusted pover-
ty guideline, and median income was just at poverty. About 21 percent
of participants were below half the poverty line.

In regressions, income was not associated with net deposits, with
unmatched withdrawals, or with exit. Furthermore, the savings rate
decreased as income increased; the very poor saved a greater share of
their income in IDAs than the less poor. This would not be expected
from economic theory (Deaton, 1992) or from evidence for the United
States as a whole (Wolff, 1998).

What explains this? First, a host of measurement issues tend to
depress measured income more for the very poor than for the less poor
(Schreiner et al, 2001). This could induce a spurious negative correla-
tion between income and the savings rate. Second, censoring of savings
at the match cap could also induce a spurious negative correlation.21

Third, institutional effects may be strongest for the poorest. The “pull”
of the savings target may be greater for those furthest away. Likewise,



205

the asset accumulation due to the match is a larger share of total
resources for the very poor than for the less-poor. Furthermore, the very
poor may have more to learn about how or why to save, so, in response
to given a level of financial education or social support/pressure, they
may change their behavior more. All three factors — measurement
error, censoring, and institutional effects — are probably at work, but
the data from ADD cannot disentangle them. Still, the broad lesson is
that in IDAs, less income need not imply less savings.

Do the poor save too much in IDAs? Saving postpones consump-
tion, so, at least in the short term, people who save consume less and,
all else constant, are worse off. Savers make this short-term sacrifice
because they expect that it will improve their long-term well-being. Of
course, saving can be overdone, but saving in IDAs is voluntary, and
ADD provides little evidence that matches in IDAs have enticed par-
ticipants to save to the point of harm.

Race/Ethnicity

About 47 percent of participants in ADD were African-American, 37
percent were Caucasian, nine percent Hispanic, three percent Native
American, two percent Asian-American, and three percent “Other.”
Average monthly net deposits were at least $19.50 for all groups, but
d i fferences between groups were large. Compared with A s i a n
Americans, AMND was $11.62 less for Hispanics, $12.77 less for
Caucasians, $20.82 less for African Americans, and $22.30 less for
Native Americans. The groups rank the same on other savings out-
comes. Asian Americans had lower risks of unmatched withdrawals and
exit, but these risks were about the same for African Americans 
and Caucasians.

Of course, these differences are not due to race/ethnicity per se but
rather to a constellation of socially produced unobserved factors (often
sedimented through centuries) linked with both savings and race/eth-
nicity. In a perfect model that controlled for everything, the estimated
link between race/ethnicity and savings would be zero.

In the models here, observed characteristics explain about half the
savings gap. Even half the gap, however, is large. Most analyses attrib-
ute to discrimination differences in outcomes correlated with unob-
served factors that are correlated with race/ethnicity. This is correct, but
differences in outcomes correlated with observed characteristics that
are correlated with race/ethnicity are also due to discrimination. With
more data, the correlation between outcomes and unobserved factors
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would shrink, but not because discrimination decreased. In the end,
what matters are improvements in long-term well-being. This requires
smaller gaps in observed and unobserved characteristics and smaller
gaps in savings and asset accumulation.

Do IDAs narrow these gaps? The MIS IDA data do not reveal
whether disadvantaged groups increased their savings more than others
(or whether IDAs increased savings for anyone). It is virtually impos-
sible, however, for IDAs to have worsened the A f r i c a n -
American/Caucasian wealth ratio. With a match rate of 2:1, the worst
case is that all IDA deposits from African-Americans ($20.99 per
month) came from shifted assets and that all deposits from Caucasians
($29.04) came from new savings. Even so, the ratio of net worth would
fall from about 4:1 at enrollment to about 3:1 at the end of ADD.22

IDAs do not pretend to be a panacea for racial/ethnic gaps in wealth,
but they do seem to have improved equity in at least some ways, and
they certainly can improve access to institutionalized savings mecha-
nisms for the poor regardless of race/ethnicity.

What Do IDAs Cost? 23

Wise allocation of scarce resources requires some knowledge of costs.
All resources have opportunity costs; a dollar used in an IDA is a dol-
lar removed (at least implicitly) from some other use. What matters is
not that IDAs have benefits for participants nor that IDAs have benefits
for society as a whole. Rather, what matters is that the social net bene-
fits of the use of resources in IDAs exceed the social net benefits of
those resources in their best alternative use.

Benefit measurement awaits data from the experimental design.
Until then, cost measurement can inform policy and program choices.
Even without knowledge of benefits, knowledge of costs sets a 
benchmark for performance and may prompt greater efforts to 
improve efficiency.

Data on program expenses in MIS IDA are very rough and almost
certainly overstated. We had no way to clean the data, and most host
o rganizations did not break out IDA programs as cost centers.
Furthermore, ADD programs were among the first IDA programs and
so incurred extraordinary expenses in start up, in policy work, and in
guidance for other programs in the field. Data collection for ADD itself
added extraordinary costs.

With these caveats, program expenses (without matches) were
about $70 per participant month, or $2.77 per dollar of net deposits.
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With a 2:1 match, total outlays in IDAs were about $6 per $1 of net
deposits ($1 savings, $2 match, and $3 program expense), or $2 per
dollar accumulated.

Are these costs high or low? There is no benchmark from which to
judge. The ultimate criterion is whether benefits exceed costs, but ben-
efits are not yet measured. Furthermore, we do not know what level of
efficiency is possible. IDAs are young, and “best practices” continue 
to evolve.

Costs in ADD did fall as programs grew and matured. Up to June
30, 1999, program expenses were about $117 per participant-month
($3.66 per dollar of net deposits); in the 12 months after June 30, 1999,
expenses were about $43 per participant month ($2.20 per dollar of 
net deposits).

Would it be better to give participants $70 rather than to have them
save $25? The comparison is not straightforward. IDAs are more than
just a way to transfer resources to the poor (Sherraden, 1991). The insti-
tutional structure forces participants to form savings strategies, to save,
and then to plan for matched withdrawals. Because IDAs encourage
participants to think about their savings, they may spark hope, future
orientation, and middle-class values. 

Even if costs fell to $1 per dollar of net deposits and even if social
benefits exceeded social costs, funders probably would not support a
universal, permanent IDAprogram with the current decentralized struc-
ture and intensive bundle of services. At the same time, qualitative evi-
dence from ADD suggests that participants highly value financial edu-
cation and close contact with staff. The tension between the desire for
intensive services and the cost structures that would allow for wide
access may lead to two tiers of IDAdesigns, the first with broad access,
simple services, and lower costs, and the second with targeted access,
intensive services, and higher costs.

Discussion

To escape poverty requires asset accumulation. The United States has a
wealth of policies that subsidize saving, but they often exclude low-
resource households because they leverage existing wealth, operate via
tax breaks, or require debt. Individual Development Accounts (IDAs)
are a new policy proposal meant to help the poor accumulate assets
without these requirements. Withdrawals of IDA deposits are matched
if used to buy a home, to pay for post-secondary education, or to
finance self-employment. Participants also receive financial education
and support from IDA staff.
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The American Dream Demonstration (ADD) shows that the poor
can save in IDAs. Among the 2,378 participants as of June 30, 2000,
average monthly net deposits per participant were $25.42, or two-thirds
of match eligibility. The average participant made a deposit in seven of
12 months. With an average match rate of 2:1, the average participant
accumulated assets at a rate of $75 per month or $900 per year.

Although the data are not conclusive, the institutional structure of
IDAs — the match rate, the match cap or savings target, and financial
education — seems to encourage participants to make deposits, to
maintain their deposits, and to stay in the program. The effects of the
savings target and of financial education are particularly strong.

The MIS IDAdata from ADD do not reveal whether IDAs increase
savings. Qualitative evidence from other components of the evaluation
of ADD suggests that IDAdeposits are financed both from new savings
and from shifted (reshuffled) assets.

Participants in ADD were more advantaged than the general low-
income population in some ways and more disadvantaged others.
Gender and receipt of public assistance were not linked with net
deposits. All else constant, income was also not linked with the level of
net deposits, but the share of income saved in IDAs was greater for the
very poor than for the less poor. We suspect that at least part of the
explanation lies in institutional effects that are strongest for the poorest.

Although members of all racial/ethnic groups saved in IDAs in
ADD, there were large gaps among groups. IDAs almost certainly
decreased the ratio of Caucasian net worth to African-American net
worth among participants, but the current pattern of unequal savings
outcomes for different groups is still disturbing because it represents
large amounts of lost potential for asset building, particularly for
African Americans and Native Americans. Future work should ask why
this occurs and what might be done to narrow the gaps.

IDAs are costly. In the long term, two types of programs seem like-
ly, one with a universal and permanent design with low costs and one a
local and temporary design that offers greater services but that 
costs more.
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Notes

1 These insights come from a standard economic-growth model with stochastic 
production and subsistence constraints.  

2 Some IDA programs also match for job training, home repair, investment in 
retirement accounts, or even for the purchase of a car or computer.

3 Bush proposed a regressive system within Social Security, and Gore proposed a 
progressive system outside Social Security.

4 Schreiner et al (2001) describe programs and rules in ADD.

5 Although programs set rules before enrollment, the rules still depended in part on
expected participant behavior, so they are tainted by endogeneity bias to some
unknown extent.

6 Economic theory does not unambiguously predict that savings will increase in
response to an increased rate of return. People might save more due to the increase
in the inter-temporal price of current consumption (substitution effect). But people
might also save less if the inter-temporal price of future consumption falls enough
(income effect). We take up this issue again below.

7 Parts of this section and the next draw on Beverly and Sherraden (1999).

8 Some participants in ADD hesitated to enroll because IDAs seemed too good not to
be a scam.

9 The empirical results from here on are drawn from Schreiner et al (2001).

10 These and other figures presented here will change as ADD progresses.

11 Median net worth is participant-by-participant, not median assets minus 
median liabilities.

12 Likewise, many IRA contributors make a deposit only if they have extra cash in 
tax season.

13 The first part of the Heckman two-step controls for unobserved factors that influence
both the risk of exit and the level of average monthly net deposits for non-exits.

14 Detailed results are in Schreiner et al (2001) and are available upon request.
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15 These studies all have several (usually unacknowledged) flaws. First, they do not
control for censoring at the contribution limit. Second, they do not control for the
contribution limit, for the combined maximum contribution plus match, or for more
than a handful of other variables. Third, they measure match rates and contributions
not for individuals but for averages across participants in a firm. Fourth, they do not
control for endogeneity between the match rate and savings.

16 Bernheim and Garrett (1996) find that financial education increases participation in
401(k) plans and that the effects are largest for those who saved little before the edu-
cation. Bayer, Bernheim, and Scholz (1996) find that financial education also
increases contributions to 401(k) plans. They also find that the effects are largest for
non-highly compensated employees.

17 Schreiner et al (2001) discuss other weaknesses in the data on hours of 
financial education.

18 The two-step regression has exit as the first step and controls for the length of par-
ticipation and thus for the opportunity to attend financial education. In principle, a
two-step hazard model would produce cleaner estimates, but MIS IDA did not
record monthly changes in the independent variables nor exactly when participants
attended classes.

19 This looks at people in households with income at or below 200 percent of the fam-
ily-size adjusted poverty threshold in the first week of September 1995 in the Survey
of Income and Program Participation. The fall in poverty since 1995 suggests that,
all else constant, participants in ADD are likely more disadvantaged than the gener-
al low-income population in 1995.

20 About 42 percent were in households headed by unmarried women with children.

21 As discussed above, it is not worthwhile to control for censoring until ADD 
is complete.

22 The average absolute wealth gap, however, would increase in this scenario. Also, it
is unclear how IDAs might change the aggregate wealth gap between Caucasians
and African Americans.

23 This section draws on Schreiner (2000) and Sherraden (2000).
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FI N A N C I N G T H E DE V E L O P M E N T O F
UR B A N MI N O R I T Y CO M M U N I T I E S:
LE S S O N S O F HI S T O RY
Timothy Bates
Wayne State University

Government intervention into financial markets seeks to alter capital
availability patterns that disadvantage minorities and low-income peo-
ple. The desire to increase access to credit for these traditionally
u n d e rs e rved groups motivated President Clinton to launch the
Community Development Financial Institution (CDFI) program.  In
fact, CDFI-like institutions proliferated in the late 1960s, and many
of them still exist today. The Minority Enterprise Small Business
Investment Company (MESBIC) program, started in 1969, created 
several hundred privately owned firms that finance inner-city situated
and/or minority-owned small businesses.

This study uses U.S. Small Business Administration records to ana-
lyze the impacts of actual MESBIC investments in small businesses.
Further, all MESBICs that were actively functioning in 1987 are
tracked over a seven-year period, and the characteristics of those still
operating are compared to the MESBICs that went out of business.
Strategies used by surviving MESBICs that actively financed minority
business enterprises are identified, and the traits of effective MESBICs
are contrasted to those that shut down.  Nearly 100 MESBICs remain
active today, and the track record of the program over the past 30 years
offers a wealth of insights to present-day proponents of CDFIs.

Introduction

Government policies and programs that address economic problems
facing inner-city minority communities are often conceived and mar-
keted as vehicles for achieving goals that are quite difficult to meet.

Research for this study was funded, in part, by the U.S. Small Business Administration.
Findings are those of the author and do not reflect views of the Small Business Administration.
The assistance of Michael Fanger of Medallion Funding,Victor Chun of Exim Capital,and Duane
Hill of TSG Ventures,operators of three successful MESBICs,is gratefully acknowledged.
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One such program is President Clinton’s Community Development
Financial Institution (CDFI) initiative, which was launched in 1994.
CDFIs are a diverse collection of banks, bank-owned community
development corporations (CDCs), credit unions, loan funds, and so
forth, that have received subsidized funding from government to serve
low-income, inner-city communities.  The common defining trait of
CDFIs is their shared mission of filling gaps in the services provided by
mainstream financial institutions.

Modern-day proponents of CDFIs typically ignore the rich history
of the forerunners of today’s CDCs, microenterprise loan funds, com-
munity development banks, and the like.  CDFI-like institutions in fact
proliferated in the late 1960s, and an understanding of their successes
and failures offers rich insights for those choosing not to ignore the les-
sons of history.  Michael Porter suggests that the urban-racial crisis of
the 1960s produced social-policy fixes; lacking a firm foundation in
private business development, these “fragmented and ineffective” poli-
cies offer no positive guidance to revitalizing depressed urban minori-
ty communities (1995, p. 55).  Many of those first-generation CDFIs
were, indeed, rooted in ineffective policies.  A detailed understanding
of the failures and successes of that earlier era provides society with the
opportunity to replicate the successes and avoid many of the pitfalls of
a previous generation of CDFIs.

President Nixon, in 1969, proposed establishing 100 minority
enterprise small business investment companies (MESBICs) to allevi-
ate the institutional gap in financial capital availability believed to be
constraining minority business development nationwide.  Co-sponsor
of the legislation creating the program, Senator John Tower of Texas,
explained its expected utility in terms virtually indistinguishable 
from those used by today’s proponents of CDFIs (Bates, 1997a). 
The founders of the MESBIC program rationalized their chosen strate-
gy in terms of remedying the deficiencies of mainstream financial insti-
tutions, particularly their uninspiring record of financing minority-
owned firms.  MESBICs were going to make financing more widely
available to minority-owned firms, facilitating “capital formation in the
minority community generally,” according to Senator Tower (Hansley,
1992, pp. 2, 3).

This study of the MESBIC industry’s successes and failures pro-
ceeds along three lines.  First, each and every one of the 1,100 plus
small-business loan and venture-capital investments actually made by
MESBICs in 1993 is sorted to identify the nature of the assisted firms.
Second, all 119 of the MESBICs actively operating in 1987 are tracked
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over a seven-year period, and the traits of the 61 still operating at the
end of 1994 are compared to the 58 MESBICs that went out of busi-
ness.  Third, case studies are used to illuminate the nature of MESBICs
that have remained in operation by successfully financing minority-
owned businesses.  The track record of the MESBICs over the past 30
years offers a wealth of insights to present-day proponents of CDFIs.

The Small-Business Investments Made by MESBICs

MESBICs are privately owned small business investment companies
that receive part of their funding at subsidized rates from the U.S. Small
Business Administration (SBA).  These funds are largely invested in
immigrant and minority-owned businesses and they provide, by design,
patient capital, i.e. equity capital as well as long-term subordinated
debt.  The uniqueness of MESBICs, renamed Specialized Small
Business Investment Companies (SSBICs) in the 1990s, lies in their
status as equity-capital providers to minority business enterprises
(MBEs).  Prior to the mid-1990s, no other federal government small
business assistance efforts sought to encourage equity capital (popular-
ly known as “venture” capital) investment in MBEs.  What sorts of
small businesses do MESBICs invest in?  In practice, how did the
MESBICs perform?

I obtained from the SBA a comprehensive listing of every small-
business investment made by MESBICs nationwide in fiscal year 1993.
Approximately 100 MESBICs were operating that year, and the SBA
managed to generate data for 1,101 of the 1,140 small business invest-
ments finalized in 1993 (Bates, 1996).  Amazingly, approximately half
of all of these debt and equity investments in small businesses flowed
to firms operating in New York City.  One line of New York City small
business, in turn, accounted for most of the investments made by area
MESBICs.  The nation’s MESBIC program in the 1990s is first and
foremost a program dedicated to financing the purchase of New York
City taxi-cab medallions.  The year 1993 was not atypical; thousands of
cab medallion purchases have been financed by MESBICs over the past
decade.  In terms of both numbers and dollar amount of investments,
New York cab-medallion financing far exceeds the total of MESBIC
investments in all lines of minority businesses operating in the
Midwest, the South, and the Far West.  The surviving MESBICs have
evolved and adopted over the decades to the circumstances of their
marketplace and the constraints imposed upon them by their govern-
ment sponsors.  Medallion Funding, Porter’s example of success, calls

Timothy Bates



220

itself Medallion Funding because its chosen market niche lies in financ-
ing the purchase of New York City taxi medallions.  Financing medal-
lions typifies an investment strategy known as “asset-based lending.”
The mechanics of asset-based lending and the reasons for its attractive-
ness to inner-city lenders are explored throughout this study.

Like the cab financiers in New York, most of the MESBICs nation-
wide that actively invest in MBEs are asset-based lenders.  Indeed,
most of the CDFIs that survive into the 21st century are likely to be
asset-based lenders.  Asset-based lending is a pragmatic adaptation to
the circumstances of financing small businesses in urban America.

The Economics of Asset-Based Lending

The crux of asset-based lending is simple: if the business receiving the
loan succeeds, the MESBIC gets repaid, and if the business fails, the
MESBIC gets repaid.  Asset-based lenders are collateral driven.  Taxi
medallions represent outstanding collateral: they have appreciated
steadily in value and they are highly liquid.  If the taxi owner defaults
on the loan, the MESBIC repossesses the cab medallion and sells it for
an amount exceeding the outstanding loan balance.  Asset-based
lenders are less concerned about the viability or the growth prospects of
the minority business being financed than they are about the value of
the collateral that protects them from loss in the event of loan default.

Beyond taxi medallions, loans to restaurants, laundries, and gro-
cery stores are the second, third, and fourth most common type of
investment in small business made by the U.S. MESBIC industry.
These loans flow largely to Asian immigrant business owners, and they
are concentrated in major urban centers of Asian immigration, particu-
larly Los Angeles and New York.  MESBIC investments in restaurants
nationwide are more common than investments in all lines of manufac-
turing combined; investments in laundries are more numerous than
investments in all lines of wholesaling combined (Table 1).  The firms
that MESBICs invest in are often operating in industries where tiny
firms, such as restaurants, are widespread.  But the typical small busi-
ness financed by a MESBIC is not a tiny firm.  The median MBE
nationwide is a zero employee operation, but the median MBE attract-
ing a MESBIC investment is an employer. The median MBE nation-
wide has annual revenues of less than $100,000, but the median MBE
receiving MESBIC funds has annual sales exceeding $500,000.

A recurring theme in the scholarly literature is the chronic unprof-
itability of lending to inner-city MBEs operating in traditional lines of

Financing the Development of Urban Minority Communities:
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business like restaurants and laundries (Bates, 1993).  Yet MESBICs
often target larger firms operating in this niche and operate profitably.
To illustrate how MESBIC asset-based lenders service this market, the
operations of Exim Capital  provide a clear-cut model.  Exim Capital is
operated by Victor Chun out of his Fifth Avenue office in Manhattan.
Along side his MESBIC, Chun runs an accounting firm.  He approves
less than one loan application out of every 20 submitted to his MES-
BIC.  In reviewing loan applicants, Victor Chun looks at collateral,
homeownership, strong business cash flow, and the applicant’s business
experience.  He regularly finds solid applicants, even though many
have been rejected by banks.  Chun believes that local banks do not
want to lend to small firms.  Loan applicants seeking under $50,000 are
discouraged because Exim Capital has learned that it is not economical
to process such small transactions.  Exim Capital is looking to make
small business loans in the $50,000 to $150,000 range to experienced,
high-net-worth owners.  Approved loans must be secured by solid col-
lateral so that payment will be forthcoming irrespective of the viability
of the small business under consideration.

Chun reviewed with me the collateral involved in six typical loans
made by Exim Capital, which involved secured loans to Jee and Jung
Cleaners; C.H. Kyung, Inc., and four other firms. Loan sizes ranged
from $52,000 to $105,000 in these six transactions.  Looking solely at
collateral in the form of business and real estate assets owned by the
borrowing firm and its owner (including business and residential real
estate), the six deals offered collateral to Exim Capital ranging in
amount from $162,500 to $801,000.  In the case of one typical loan,
Exim is the first lien holder on the borrowing business and the second
mortgage holder on the personal residence of the owner of the borrow-
ing firm, thus securing a $55,000 business loan with net collateral of
$525,000.  Quite irrespective of the success or failure of the small firm
getting this $55,000 loan from Exim, Victor Chun is going to collect
fully on the loan.  All of Exim’s other loans are similarly secured. 

The inner-city environment has been Darwinian for MESBICs
choosing to operate there: Exim Capital is a survivor, and typifies the
mode of operation for the successful MESBIC doing asset-based lend-
ing to small minority-owned firms in central cities.  MESBIC asset-
based lenders flock to collateral-rich borrowers and taxi medallions.
Most Blacks and Latinos have personal net worth well under $100,000,
as do nearly 75 percent of Asians in the U.S. Exim might consider
financing a taxi medallion for someone with personal wealth of less
than $100,000, but nothing else.

Timothy Bates
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Financial Viability Among MESBICs

Small-scale, relatively inactive MESBICs are frequently not viable
from a cost of operations perspective.  Examining the consolidated
income statement for all active MESBICs operating in 1993 (Table 2)
reveals that the industry as a whole is unprofitable.  Income statement
data are presented in two distinct ways.  First, mean absolute dollar
amounts of income and expenses are recorded, and second, income
statement items are normalized, i.e. divided by total assets on a firm by
firm basis.  The first method of data presentation in Table 2 effectively
allows larger firms to dominate the statistics, while the second method
has the effect of weighting each MESBIC equally when means 
are calculated.

The typical MESBIC (Table 2) generated 7.33 cents in revenues
per asset dollar, while  incurring expenses of 8.43 cents to generate
those revenues.  The resultant spread (revenues less costs) per asset dol-
lar was minus 1.10 cents before taxes and minus 1.18 cents after taxes.
Sale of securities (which represent prior equity-capital investments in
MBEs) added more negative numbers to the bottom line: the mean
MESBIC, on balance, lost 2.70 cents per asset dollar in 1993.
Examining on the non-normalized means (Table 2) suggests that the
larger SSBICs are doing better than the smaller ones: average revenues
of $469,000 less costs of $411,000  produced  net income of $58,000;
after taxes and realized losses from sales of securities, the bottom line
was reduced to minus $3,000.

For the MESBIC industry, 1993's financial performance was not an
atypical year.  Examination of industry financial statements for other
recent years revealed patterns of 1) recurring losses from operations, 2)
frequent losses from the sale and disposal of venture-capital invest-
ments, and 3) a high attrition rate (MESBICs going out of business)
(Bates, 1996).

The smaller MESBICs are clearly doing worse than the larger ones.
Picking an arbitrary cutoff and defining MESBICs with less than $2
million in total assets as “small,” and the others as “larger,” stark dif-
ferences stand out on the expense side of the aggregate income state-
ments.  Over the 1987 to 1993 period, loan losses and labor costs
absorbed 38.8 percent of the total revenues of the average large MES-
BIC, versus 66.5 percent of the total revenues of the typical small MES-
BIC. The group of small MESBICs incurred these high costs while
investing in a portfolio of assets that was top-heavy in bank CDs
(Bates, 1997a).
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Surviving and Failing MESBICs from 1987 to 1994

The evidence summarized above associates MESBIC weakness with its
small overall size (measured by total assets), high costs of operations,
and venture-capital investments in MBEs.  The highest yielding asset
widely held by MESBICs is cash assets, suggesting financial strength
may be maximized by avoiding investments in MBEs altogether
(Bates,1997a).  These findings are treated as hypotheses guiding an
econometric investigation that differentiates surviving MESBICs from
those that dropped out of the industry.

A group of 119 MESBICs that were operating in 1987 is traced to
October 1994: 61 were still in business and 58 shut down.  Table 3 sum-
marizes balance sheet and income statements in 1987 for these
MESBICs, broken down into groups of: 1) active firms, still operating
in late 1994; 2) liquidated firms, forced into liquidation by SBA
due to insolvency; and 3) firms that voluntarily departed from the
MESBIC industry.

The liquidated MESBICs (Table 3) stand out as the most active
investors in MBEs, devoting 68.1 percent of their assets to small busi-
ness investments and 25.1 percent to cash assets.  The active MESBICs,
in contrast, invested 64.0 percent of their collective assets in small busi-
ness investments and 29.7 percent was devoted to cash assets.  The
MESBICs that surrendered their charters largely held cash assets.  The
liquidated MESBICs also stand out because of their high expenses (8.6
percent of total assets) and their realized losses from the sale of securi-
ties.  The average total asset size of the active firms ($5.3 million) ex-
ceeded that of the liquidated MESBICs (average total assets of $2.8
million) by a wide margin.

Table 3’s mean statistics, by themselves, are not an accurate guide
to the causes of liquidation among MESBICs.  Asset holdings among
the active firms, for example, are skewed by a few highly-liquid
MESBICs.  A series of logistic regressions was undertaken to identify
MESBIC traits that have predictive power to differentiate surviving
MESBICs from those that were forced to close down.  These regres-
sions defined active and liquidated firm status as the dependent vari-
able: charter-surrendering MESBICs were not considered.  The follow-
ing hypotheses guide these logistic regression exercises.

1. Large MESBICs are more likely to remain active than small ones.
While size is a powerful explanatory variable, it was excluded from

Timothy Bates
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some of the regression exercises so that consequences of size of opera-
tions could be more closely analyzed.

2. Low-cost MESBICs are more likely to remain active than 
high-cost MESBICs.

3. Highly-liquid MESBICs are more likely to remain active than others. 

4. MESBICs generating high loan losses more likely close than
MESBICs that control loan losses.

5. MESBICs capable of producing (realized) capital gains on their
MBE equity investments are more likely than others to remain active.

Results from the logistic regressions are presented in Table 4.  Of
the factors expected to predict MESBIC survival accurately, three
emerge clearly as statistically significant determinants; a fourth is mar-
ginal.  The larger MESBICs that control costs and invest successfully
in MBE equity capital are most likely to remain in operation.  Investing
heavily in cash assets is a marginally significant positive factor, but not
a robust one.

Table 4’s econometric modeling is complicated by the fact that the
larger-scale MESBICs clearly tend to be the ones most likely to control
costs and invest venture capital profitably in small businesses.  Scale
economies operate both to hold down the cost of operation and to make
possible the kind of portfolio diversification that is a prerequisite for
intelligent venture-capital investing (Bates, 1997a).  Yet being large, by
itself, neither guarantees control of costs nor viability among the ven-
ture-capital investments.  The average size of the surviving MESBICs
in 1987 ($5.3 million in assets) is nearly twice that of the MESBICs that
shut down ($2.8 million in assets on average).  Overly small size and
hence scale of operations clearly tends to undermine the viability of
MESBICs, particularly those operating with total resources of under 
$5 million.

The clearest message emerging from the econometric findings and
the earlier discussion of the MESBIC characteristics described in
Tables 2 and 3 is that failure-prone MESBICs are identifiable.  Small
MESBICs that generate high expenses per dollar of total assets are par-
ticularly likely to go out of business.  Furthermore, active small busi-
ness investing, particularly unsuccessful venture-capital investing, typ-
ifies failure-prone small MESBICs.  Survival and profitability, for
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MESBICs with total assets of under $5 million, is promoted by invest-
ing in bank CDs, not minority-owned businesses.  Although this find-
ing may explain why money-market investments are much more wide-
spread than venture-capital investments in MBEs in the MESBIC
industry, it also suggests that most small MESBICs are not capable of
meeting the goals that justified creation of the MESBIC program in the
first place.

Because they are often incapable of serving as providers of debt
and equity capital for MBEs, they should not be holding MESBIC char-
ters.  Lacking the scale that is a prerequisite for cost-efficient operations
and diversification of portfolio risks in inherently risky venture capital
investments, such MESBICs generate negative profits (Bates, 1997a).
Those who favor eliminating these ineffective MESBICs should be
encouraged by the fact that they appear to be effectively destroying
themselves.  Chronic unprofitability erodes their net worth, and results
in forced bankruptcy initiated by the SBA’s Office of Liquidations
(Bates, 1996).

One surprising finding emerging from the logistic regression equa-
tions is that loan loss provisions made by MESBICs in 1987 had no pre-
dictive power for delineating MESBICs still active in 1994 from the
discontinued MESBICs (Table 4).  Yet, controlling loan losses is vital-
ly important for MESBIC survival and long-run viability.  Discussions
with SBAofficials overseeing the MESBIC program indicate that weak
MESBICs consistently understate loan losses; they literally hide their
losses.  If a weak, money-losing MESBIC were to report heavy loan
losses, officials from the SBA Office of Liquidations would quickly
take note.  

Returning to Table 4’s econometric findings, the goal of identify-
ing successful MESBICs merits elaboration.  Being large (total assets
of $5 million plus) facilitates cost control and success in investing in
small businesses, while being small tends to produce the opposite
effect.  Yet being large, by itself, does not guarantee that a MESBIC
will remain a profitable, active financier of minority-owned businesses.
Successful lenders among the MESBICs are the asset-based lenders.
The MESBICs sort into groups of successful and unsuccessful equity
investors as well.  MESBICs that make money from their equity invest-
ments dominate the ranks of the largest and most profitable firms in the
industry. A case example of TSG Ventures is used to highlight MES-
BIC success in venture-capital investing.

Timothy Bates
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TSG Ventures Inc:  A Model of Successful Investing in Minority-Owned Businesses

TSG possesses the essential traits of a successful MESBIC: it is a pro-
fessionally managed, well capitalized investment company operating
on a large enough scale to diversify its risks and hold down its operat-
ing costs.  TSG was formed in 1992 when Cleveland Christophe and
Duane Hill led a management buyout of Equico Capital Corporation, a
subsidiary of the Equitable Life Assurance Society.  From 1981 to
1992, Duane Hill was the president and chief executive officer of
Equico.  TSG’s success is properly traced back to Mr. Hill’s appoint-
ment as president of Equico.  Prior to joining TSG, he worked at J.P.
Morgan for eight years, serving as a vice president.  When Hill first
arrived in 1981, Equico was an under-performing MESBIC.
Possessing total assets of nearly $15 million in 1981, Equico managed
to generate a net loss of $2.581 million in that year, caused primarily by
writeoffs of bad loans.  Mr. Christopher joined Equico in 1990.
Previously, he had been senior vice president of the TLC Group, the
leveraged buyout firm controlled by Reginald Lewis.

Equico was one of the nation’s original MESBICs created by a
major corporation, Equitable Life, and was chartered in 1970.  By the
end of its 1981 fiscal year, Equico, like so many other MESBICs of that
era, had managed to generate a large cumulative deficit, $5.662 million,
in addition to carrying a large unrealized loss on loans and investments.
Judged by its initial capitalization, Equico was bankrupt.  Equitable
Life injected an additional $3.5 million into Equico during 1981 when
Duane Hill took over as president, and Equico raised $1.0 million more
that year by selling three percent cumulative preferred stock to 
the SBA.

In 1981, Equico resembled the overall MESBIC industry.  Its
investment activities were loan oriented, with its loan dollar volume
exceeding its equity investments by more than a 10:1 margin.  Major
asset categories were 1) loans, $7.3 million; 2) equity investments, $0.6
million; and 3) money market investments, $6.1 million.

Like many MESBICs active in the 1970s, Equico often behaved
like a community development bank, focusing on financing small
minority-owned businesses.  This emphasis was due, in part, to the fact
that large-scale, growth-oriented minority-owned businesses were less
numerous than they are today.  Managers of MESBICs realized that
small MBEs catering to minority clients were not an appropriate target
market for venture-capital investing, so the emphasis was on providing
loans to small-scale, community-oriented minority-business borrowers.
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The problem with this investment strategy was that small, minority-
owned firms were a high risk market for MESBICs specializing in lend-
ing.  Most MESBICs lost money servicing this clientele (Bates, 1996).

Prior to Hill’s 1981 arrival as president, Equico had tried to achieve
viability by servicing two distinctly different markets — the small-
scale, community-oriented minority firm, and the larger-scale MBEs
that possessed growth potential.  The problem with serving small,
inner-city operations was one of continuing high levels of loan default.
Equico had to move out of this segment because losses were sufficient-
ly high to threaten its survival.  The key element of Duane Hill’s turn-
around strategy for Equico was to drop the community-oriented “mom
and pop” operations, and focus solely on larger-scale MBEs with
growth potential.  These firms could absorb equity investments and put
the funds to profitable use financing the growth of the enterprise.  Hill’s
shift from small operations to growing MBEs competing in the broad-
er marketplace included a shift in Equico’s investment strategy from
loans to equity investments.

How did the new strategy work?  A loan portfolio generates a
steady cash flow for a MESBIC: repayments of principal and interest
should pour in each month.  New equity investments hurt cash flow:
recipient MBEs use equity dollars to finance firm growth.  Initial divi-
dend payments are unlikely to be forthcoming if the young MBEs suc-
cessfully generate high growth with their equity-invested dollars.
Dividend payouts are more likely to be paid after a period of sustained
growth has produced a large-scale, profitable, minority-owned busi-
ness.  It is difficult to judge what the equity investment payoff is to a
young, rapidly growing MBE during the first several years of the equi-
ty investment lifespan. The immediate results of Hill’s early years of
running Equico, therefore, were:

1. Continuing losses and writeoffs from the $7.3 million loan portfolio
inherited in 1981 from Equico’s previous management.

2. Reduced cash flow from small business investments as the loan port-
folio shrunk.

3. Minimal dividend income from the growing portfolio of equity
investments in minority-owned firms.

Equico’s cash flow as it shifted from being a lender to being a venture
capital investor was propped up by interest income generated by invest-

Timothy Bates
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ments in bank certificates of deposit.  Equico’s cumulative deficit ini-
tially rose from $5.7 million in 1981 to $10.0 million in 1985, reflect-
ing the slow payoff to venture-capital investing.

During the first phase of Equico’s turnaround the early 1980s,
Duane Hill implemented an investment strategy that emphasized mak-
ing equity investments in larger-scale MBEs that possessed growth
potential.  By the mid-1980s, that strategy cleaned up Equico’s deficit-
laden balance sheet, and put the firm on a trajectory of growth and prof-
itable operations. During the 1985 to 1990 period, neither the SBA nor
Equitable Life injected additional capital into the company.  Equico’s
new-found financial strength was rooted in the operating strategy that
Hill had successfully implemented.

How does one identify a larger-scale MBE that is capable of using
an equity-capital investment to create firm growth, as well as apprecia-
tion in the value of the firm itself?  The minimal requirements include
1) a very strong management team, 2) a proven product and/or service,
3) annual sales exceeding $1 million, and 4) a profitable operation in
the past year. A firm with these traits would also have to present (or
demonstrate) 1) strong internal accounting and financial controls, 2)
audited financial statements, 3) strong personal credit ratings of the top
managers, and 4) a written business plan with three- to five-year pro-
jections.  The key element is having a firm run by experienced, suc-
cessful, highly capable managers.  Finally, a firm with the potential to
grow ten-fold over the next five years is more likely to attract an equi-
ty capital than one on a slower-growth trajectory.

The 1990s saw Equico move into a leadership role in the MESBIC
industry. TSG emerged as a premier venture capital firm in the MES-
BIC industry after its 1992 management-led buy out of Equico from its
parent, Equitable Life.  A comparison of 1981 and 1994 balance sheets
indicates that the value of TSG’s small business equity investments
increased nearly twenty-fold, rising from $0.6 million to $10.3 million.
Meanwhile, TSG realized net gains on investments of over $4.5 million
during 1993 and 1994, i.e. its gains are real, not merely paper gains.
Year-end 1994 balance sheet figures indicate that TSG relied upon its
shareholders and internally generated earnings (retained earnings) as its
sources of funds.  Reliance upon debt was minimal.  The important les-
son offered by TSG is that a professionally managed venture capital
firm can thrive by serving the equity capital needs of growing minori-
ty-owned businesses.
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Lessons Learned

In light of its transition from a chronically unprofitable investment firm
propped up by capital infusions from Equitable Life and the SBA to an
industry leader, insights were sought from TSG’s management team
about how the overall MESBIC program may be turned around.  Is it
possible to move the MESBIC industry as a whole in the direction of
TSG?  Duane Hill suggests that such a move is not likely. A major bar-
rier holding down the number of successful MESBICs specializing in
venture capital investing is, according to Hill, the government itself.

Elaborating, Hill states that the SBA has not traditionally been
interested in the viability of the MESBIC industry. Top administrators
at the SBA, according to Hill, have often been political appointees who
do not bring appropriate expertise to their positions.  Their turnover is
high.  They cannot move the entrenched SBAcareer bureaucrats so they
stop trying, which results in a situation of poor program management.
Many of the SBA’s current top administrators, Hill acknowledges, are
capable and enlightened managers.  Highly capable managers have held
top SBA appointments in the past and their willingness to take on the
bureaucracy has typically declined rapidly with their tenure.  Is the sit-
uation today any different?  “It is hard to be optimistic,” Hill states.

What is wrong with the bureaucracy that makes it such an impedi-
ment to create a thriving MESBIC industry?  The SBA, according to
Hill, prefers to have MESBICs financing unsophisticated minority
business owners: “college graduates with corporate experience are not
socially or economically disadvantaged.”  Yet these are precisely the
kinds of owners TSG seeks to finance.

Hill paints a dismal future for the industry, but he also points out a
possible road to reform.  The top SBA officials in the 1990s, according
to Hill, were more tolerant of successful MESBICs than their prede-
cessors, and this attitude has even penetrated the bureaucracy to some
degree.  If the SBA’s leadership truly was to reform the entrenched
bureaucracy, real progress could be forthcoming.  Hill is not optimistic.
He believes a more likely scenario is that the SBA will drive the most
successful MESBICs out of the industry.

Lessons for Community Development Financial Institutions

The CDFIs that have been so actively promoted by the Clinton
Administration began operating in the mid-1990s with funding that par-
tially reflects subsidies from the federal government.  Funding small

Timothy Bates
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businesses in inner-city, low-income minority communities is a major
part of their mandate.  The fact that the vast majority of the MESBICs
chartered since 1969 had similar missions and went out of business
should be noteworthy to CDFI planners (Bates, 1996).  Two distinct
types of small business financing dominate among surviving MESBICs
that operate profitably 1) asset-based lending that is collateral driven,
and 2) venture-capital investing targeted to large-scale MBEs run by
sophisticated, highly experienced business managers.  Have we learned
the right lessons from the MESBIC experience?

Heeding the lessons of 30 years of MESBIC operating experiences
is not apparent in one of the premier CDFIs, a financial institution
o rganized in the Atlanta empowerment zone in August 1996, a
Community and Individual Investment Corporation (CIIC).  Identified
as a “for-profit” entity, the Atlanta CIIC’s mandate includes funding:

1) Micro loans, ranging from $1,000 to $5,000 to finance inventory,
working capital and equipment for home-based businesses and self-
employed individuals;

2) Start-up loans and “micro-equity” investments, ranging from $5,000
to $50,000 to finance inventory, equipment and facilities and other
costs for businesses with fewer than three years of operating or 
earnings history;

3) Expansion loans of up to $500,000 for the acquisition of inventory,
equipment and facilities for established firms whose growth plans
exceed internal financing capacity;

4) Commercial mortgage loans of up to $500,000 for the acquisition
and improvement of income property within the empowerment zone
and linked communities.

All of this broadly resembles the strategy guiding the Equico MESBIC
in the 1970s that targeted the small firms operating in the local com-
munity, as well as the larger-scale firms possessing growth potential.
Of the many scores of MESBICs that pursued such investment strate-
gies in the 1970s, none remain today.  Most went broke; the survivors
radically changed their investment strategies and became the Exim
Capitals (asset-based lenders) and the TSGs (high-end venture capital
investors) of today.  CDFIs (and their CIIC variants) that pursue a strat-
egy of risky small-business investing will experience similar fates.
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Table 1 
Industry Distribution of Firms Invested in by MESBICs during 1993

A. Broad Industry Groups Number %

Farm, Forestry, Fishing, Mining 6 0.5
Construction 32 2.9
Manufacturing 73 6.6
Transportation, Communication 517 47.9
Wholesale 46 4.2
Retail 204 18.5
Finance, Insurance, Real Estate  15 1.4
Selected Services 208 18.9
TOTAL 1101 100.0

B. Selected Specific Industries with Numerous
MESBIC Investments

Taxi 464
Grocery 54
Restaurant 80
Laundry 57
TOTAL 655

Source: Form 1031 data from internal SBA records.

Financing the Development of Urban Minority Communities:
Lessons of History
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Table 2 
MESBIC Industry Income Statement, 1993 (mean values for 101 active MESBICs)

$Amount % of total assets
($thousands) (calculated firm by firm)

A. Revenue
1.  Interest on business loans 409 5.73
2.  Dividend income 4 0.20
3.  Misc. business income 7 0.18
4. Total of 1, 2, and 3       420 6.11
5. Interest on cash assets 28 0.84
6. Other income 21 0.38
7. Total revenue 469 7.33

B.  Expenses
1. Cost of funds 148 1.53
2. Labor costs 122 3.15
3. Misc. operating costs 99 2.14
4. Provision for loan loss                 42 1.62
5. Total expenses 411 8.43

C. Profit
1. Net pretax income 58 -1.10
2. Income taxes 3 .08
3. Net income after taxes 55 -1.18
4. Realized gain on securities    -58 -1.52
5. Profit net of securities losses -3 -2.70

Source: Internal SBA records
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Table 3 
MESBIC Industry Consolidated Balance Sheet and Income Statement, 1987
(all values are means expressed as a percentage of total assets)

ASSETS Active firms Liquidated firms Surrenders 
(%) (%) (%)

1. Debt in small firms 53.9 56.1 23.4
2.  Equity in small firms 10.1 12.0 14.0
3.  Cash, money-market investments 29.7 25.1 58.6
4. Misc. assets  6.3 6.8 4.0
Total assets 100 100 100

LIABILITIES + NET WORTH
Total Liabilities 19.5 23.7 15.9

NET WORTH
1. Private capital investment 43.3 46.9 61.5
2. 3% preferred stock sold to SBA 40.2 36.1 32.8
3. Undistributed earnings (3.0) (6.4) (10.2)
Total net worth 80.5 76.4  84.1

PROFIT and LOSS
1. Total revenue 9.4 8.9 7.7
2. Total expense 7.7 8.6 7.2
3. Net income before tax 1.7 0.3 0.5
4. Net income after taxes 1.1 0.0 (0.2)
5. Realized gain (loss) on securities 2.1 (0.3) (0.9)
N 61 46 12

Source:  SBA internal records

Financing the Development of Urban Minority Communities:
Lessons of History
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Table 4  
Explaining MESBIC Survival over the 1987-1994 Period

A. Logistic/regression analysis of patterns of survival and failure among MESBICs.

(1) (2) (3)
Regression Regression Regression
coefficient coefficient coefficient

Variable (std. error) (std. error) (std. error)
Intercept -.366 -.353 .890*

(.326) (.331) (.453)

Capital gain -- -- 11.555*
(5.309)

Cost -- -- -8.411*
(4.008) 

MESBIC size .00013* .00013* --
(.00007) (.00007)

Liquidity .849* .854* --
(.515) (.516)

Loan loss -- -2.53 --
(1.527)

n=107
-2 Log L 137.7(8.5) 137.7(8.6) 138.0(8.3) 
(Chi square)

*Statistically significant, five percent significance level



236

References

Bates, Timothy, “A Review of the Small Business Administration’s
Major Loan Programs,” P. Horvitz and R. Pettit (Eds.), Sources of
Financing for Small Business, Greenwich, CT: JAI Press, 1985, pp.
211-23.

Bates, Timothy, Banking on Black Enterprise, Washington, D.C.: Joint
Center for Political and Economic Studies, 1993.

Bates, Timothy, “An Analysis of the SSBIC Program: Problems and
Prospects” (Research contract 94-001-01 final report), Washington,
D.C.: U.S. Small Business Administration, 1996.

Bates, Timothy, “The Minority Enterprise Small Business Investment
Company Program”, Urban Affairs Review, Vol. 32, No. 5, May 1997,
pp. 683-703.

Bates, Timothy, “Response: Michael Porter’s Conservative Urban
Agenda Will Not Revitalize America’s Central Cities: What Will?,”
Economic Development Quarterly, Vol. 11, No.1, February 1997, pp.
39-44.

Hansley, J., “The Applicability of the Small Business Investment
Company Model for Southern Africa” (Final Report), Washington,
D.C.: Agency for International Development, 1992.

Porter, Michael, “The Competitive Advantage of the Inner City,”
Harvard Business Review, Vol. 73, No. 3, June 1995, pp. 55-71.

P o r t e r, Michael, “New Strategies for Inner-City Economic
Development,” Economic Development Quart e rly, Vol. 11, No.1,
February 1997, pp. 11-27.

U.S. Bureau of the Census, “Survey of Minority-Owned Business
Enterprises,” Washington, D.C.: U.S. Department of Commerce, 1997.

Financing the Development of Urban Minority Communities:
Lessons of History



237

SO C I A L CA P I TA L A N D T H E CO S T O F
BU S I N E S S LO A N CO N T R A C T I N G
Brian Uzzi and Ryon Lancaster
Northwestern University

Social capital is the stocks of social trust, norms, and networks that
persons draw on to solve common problems, and the denser these net-
works, the more likely that members of a community will cooperate for
mutual benefit.  Drawing on embeddedness theory from sociology, we
argue that embedding commercial transactions in social attachments
and networks builds social capital, which in turn should reduce the
need for writing contracts and monitoring loan performance — a sav-
ings that is shared by the bank and firm in the form of lower spreads
and less restrictive loan covenants.  To develop our framework, we con-
ducted original fieldwork at 11 Chicago banks and then examined its
representativeness using statistical analyses of two national random
samples of small-to-medium-sized business.  We find that firms tied to
their lender through embedded ties, and a network of bank ties that is
composed of a complementary mix of embedded and arm’s-length ties,
are less likely to have collateral taken, pay large spreads, or both as
conditions of their loans.  

The banker-client relationship is the backbone of community banking.
Midcap firms lack the financial wherewithal and slack resources that
large firms possess and tactically employ to widely shop financial mar-
kets for attractive bank financing.  Consequently, small-to-medium-
sized firms typically limit their search for capital to local financial insti-
tutions, which relative to the localized borrower have more knowledge
about capital markets and finance.  It has been argued that through close
relationships with their local bankers, community-based madcap firms
can overcome these search and information disadvantages in two ways.
They gain better access to the specialized financial knowledge of
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bankers as well as transmit more private information about their firm to
bankers — information that is difficult to communicate through public
channels such as certified financial statements or analysts (Beveridge,
1985; Lento, 1994; Petersen and Rajan, 1994; Immergluck and Mullen,
1998; Padhi, Woosley, and Srinivasan, 1999; Uzzi, 1999).  A key expla-
nation for these relationship benefits is that local banks build up social
capital with local corporate borrowers (Putnam, 1993; Uzzi, 1999).
The World Bank defines social capital as “the norms and social rela-
tions embedded in social structures that enable people to coordinate
action to achieve desired goals.”  This suggests that much of the value
of social capital is not embedded in formal governance arrangements
such as contracts or hostage taking but in informal governance arrange-
ments that can potentially replace formal governance mechanisms that
are more costly to monitor and enforce (Macneil, 1980; Granovetter,
1985; Uzzi, 1997; 1999).  

In this paper, we develop and test an explanation of how social cap-
ital provides governance benefits for firms and banks engaged in lend-
ing transactions.  We examine how social capital between the firm and
the bank affects the governance costs incurred in borrowing, specifi-
cally how social capital increases or decreases the likelihood that the
firm has to pledge collateral and/or pay a high spread on a loan.  

To contribute to this new area of financial research, this study
draws inferences from multiple original data sources and qualitative
and quantitative analyses to better specify the embeddedness frame-
work and to increase descriptive and inferential validity.  First, we con-
ducted fieldwork at 11 banks to better understand embeddedness’prop-
erties and functions, illustrate causal mechanisms, and provide 
an empirical basis for conjectures about embeddedness’ effect on gov-
ernance.  Second, we analyzed two national samples of U.S. firms,
linked by a repeated survey design, to statistically test our framework’s
representativeness. 

Social Embeddedness Theory

Social embeddedness theory explains how social capital arises in com-
mercial relationships and provides governance benefits in financial
exchanges (Granovetter, 1985; Uzzi, 1997).  It holds that mutual
dependencies or ambiguity prompt exchange partners to embed their
exchanges in social attachments that furnish common expectations of
governance.  A social attachment is an affiliation of mutual interests and
fidelity that develops when actors enact behavior that is culturally asso-
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ciated with familiar, noncommercial activities and exclusively shared
with select others (Blau, 1964).  Social attachments within which com-
mercial exchanges are embedded include social gatherings, dining,
entertainment, sports competitions, shows, or other events enacted col-
lectively. The embedding of commercial transactions in social attach-
ments provides governance over business dealings by associating the
routines used to govern commercial transactions with the protocols of
exchange that are used among actors who come to know each other
well (Granovetter, 1985).  These protocols of exchange reside in pre-
existing social structures and are learned and internalized through
socialization so that they become espoused norms of proper behavior
that provide order and anticipated rewards between exchange partners.  
Thus, by promoting shared expectations of trust and reciprocity
between transactors that reduce the degree to which formal control
arrangements are preferred, embeddedness builds social capital 
which enables resources that are otherwise used for formal governance
mechanisms to be serviced more productively (Putnam, 1993;
Fukuyama, 1995).  

Social embedding can also create new value in the relationship by
facilitating the transfer of private information, which can further
strengthen expectations of trust and reciprocal obligations (Uzzi, 1997).
In contrast to public information, private information refers to knowl-
edge that is not publicly reported or accessible through standard market
means such as company reports, audited financial statements, regulato-
ry filings, bid and ask prices, price quotes, or other forms of prepared
information.  It references the firm’s strategy, distinctive competencies,
undocumented product capabilities, management conflicts, succession
plans, or other critical supplier or customer dependencies that can fur-
nish prospects for exchange partners to create mutual benefits by selec-
tively matching their capabilities or by motivating Pareto improved
solutions to transacting problems.  Moreover, because private informa-
tion is difficult to benchmark in a competitive market, actors typically
share it with exchange partners they trust to protect it from misappro-
priation (Udell, 1999).  This can increase the value of exchanges based
on private information because transactors outside the relationship lack
access to the private information or resources needed to imitate the
firm’s competitive advantage.  In contrast, while public information is
a vital source of value creation for other reasons, it is more easily imi-
tated by rival firms that can access similar information available in the
public domain.  Thus, social embeddedness can create governance ben-
efits relative to formal means by enabling a preexisting system of social
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governance to be serviced in a commercial context and by motivating
Pareto improved solutions to exchange problems.1

Anecdotal evidence suggests that investment banks tied to their
clients through embedded rather than arm’s-length ties access more
classified client information and develop more customized client prod-
ucts (Eccles and Crane, 1988; Baker, 1994).  Statistical analyses, how-
ever, have shown that embedded ties have no effect on a firm’s ability
to acquire credit but do lower its interest rate on a loan (Uzzi, 1999).  At
the level of the network rather than the dyad, work suggests that a net-
work composed of different types of ties permits a fuller range of action
than is possible if either type of tie existed alone.  In markets where
loan provisos may be dispersed among banks with varying capabilities,
a mix of ties may enable firms to both “shop the market” for novel pro-
visos and collaborate with their close lenders to reduce governance
costs that can arise when adopting novel yet unfamiliar loan stipula-
tions.  Consistent with this argument, small businesses that had net-
works with a complementary mixture of embedded and arm’s-length
ties were less credit-rationed and paid lower interest rates on loans
(Uzzi, 1999).  These results suggest that embeddedness can produce
important stocks of social capital that banks and borrowers capitalize
on to reduce the governance costs of their loans.  In the next section, we
report on field research that helps clarify how these social capital ben-
efits translate in reduced governance costs on loans.

Field Research Findings2

We found that midmarket banks and firms face specific informational
and behavioral governance problems in loan agreements that promote
embeddedness and make social capital highly productive for communi-
ty banks.  Midcap firms depend heavily on banks for both capital and
financial advice because unlike large corporations, they normally lack
significant retained earnings, access to money markets, or the financial
expertise needed to insure the bank’s credibility. An RM explained,
“In the Fortune 500, they know what price to pay and what information
qualifies them for different alternatives.  Midmarket companies can’t
afford a treasury department, let alone three finance people.  So, imper-
fect awareness means most conversations are negotiations.  The entre-
preneur says, ‘I need X.’ The bank says ‘No, you need Y, and we’ll
structure it Z.’”  “They’re somewhat suspicious,” stressed another RM,
“lots of entrepreneurs feel like, ‘we’re just a small guy, they’re a 
big bank.’”  
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Although midmarket banks have comparatively deeper pockets of
resources and expertise, they also face exchange problems.  Because
most midmarket firms are not debt-rated or publicly-certified, public
information about the firm is often “opaque.”  A typical view of RMs
was, “Take a company and based on different accounting treatments
you have different looking balance sheets.  If all you did was look at the
numbers, you would make different decisions on the same company!”
Also, the bundling together of the entrepreneur’s personal life and the
professional activities of the firm also make it difficult for RMs to
assess the firm’s creditworthiness and motivations with standard, pre-
pared data.  One RM revealed, “One of the challenges as a banker in
this segment of the market is being trusted. [I] may have to listen to, ‘I
want to divorce my wife,’ or heart-wrenching things  like — ‘my son’s
a knucklehead, my daughter’s a ditz,’ or ‘if I do that deal my wife’s
going to leave me.’ So, you really must be able to have those kinds of
conversations to be successful and those are the kinds of conversations
that frequently entrepreneurs will need RMs to have with them.” 

Consistent with the social embeddedness framework, we found that
banks and firms attempted to redress the above governance problems
by embedding their commercial transactions in social attachments,
even though well-conceived contracts might make social ties superflu-
ous.  Typical accounts focused on how social embedding injected pro-
tocols of trust and reciprocity that add predictability to the commercial
transaction.  One RM said, “A relationship gets the client to perceive
me differently.  I’ve found that if you can get clients to invest in time
outside of the office, they’ve got more of an emotional investment in
your relationship, [a] bond that goes outside a pure business relation-
ship.  So, when they’re considering your bid, they’ve got an emotional
attachment with me that they don’t have with LaSalle, American, or
Harris Bank, which should help me keep the business.  It’s part of mit-
igating risk from my perspective.”  

We found that social capital produced three distinct governance
benefits.  First, preferences for formal control mechanisms were osten-
sibly eliminated — freeing up resources for other productive uses.
These regulative benefits followed from embeddedness’ability to instill
self-enforcing motives for cooperation and trustworthiness, which are
themselves reinforced by anticipated benefits.  An RM stated, “If I
develop a relationship, it’ll be easier for me to ask you penetrating
questions.  It’ll also be more difficult hopefully, for you [the client] to
screw me in a deal because you’ll be hurt [emotionally] and feel that
there’s something of value, which you would jeopardize.  As a banker-
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businessperson, the more relationship there is the less I’ll be viewed as
commodity.”  By contrast, arm’s-length ties held up these benefits.  “It
goes both ways,” said a RM of arm’s-length relationships, “I have a
customer that I’m really getting tired of, it’s just not a very close rela-
tionship, it’s very transactionally-oriented.  They’re giving us the infor-
mation and talking to us when they need us.  Otherwise, they keep us
in the dark.  That’s just not good.  But they need us and our manage-
ment and our bank to believe in them.  At some point, we’re going to
say, [as he gestured as if holding a scale in his hands], ‘Is it worth doing
business with these guys?’” 

Second, embeddedness was associated with efficient information
search, which lowered transaction costs.  In contrast to arm’s-length
ties, this efficient information search was not related to the costs of
information search across separate relationships.  Rather it was related
to the costs of identifying and gathering information relevant to trans-
actions within the relationship.  In this sense, embedded ties appeared
to increase the depth, rather than breath, of information search,
enabling access to different kinds of competitive information.  For
example, RMs revealed that an embedded tie reduced the number of
separate relationships they needed to contact in order to check the cred-
ibility of information.  One RM said, “I call one person and I deal with
them as opposed to having to call three people at the firm.  It lowers my
transaction costs.”  

Third, embedded ties facilitated the transfer of private knowledge.
This consequence is especially noteworthy because the value and need
for private information can often arise after contractual stipulations
have delimited which actions are compulsory — reducing motives to
voluntarily share proprietary information. “These are not publicly trad-
ed companies,” said an RM,“ so the closer our relationship the more
willing he is to share with me whether his long-range goal is in jeop-
ardy, if he’s getting divorced, bringing his kids into the business, or
buying out his partner.  Is he comfortable with the status quo?”   

Finally, our findings suggest that embedded ties not only can create
unique governance benefits for banks and firms, but also motivate
Pareto improved solutions to how those benefits are distributed. This
property is significant in lending because the value generate by gover-
nance benefits is primarily allocated at the bank’s discretion, which
conventional arguments say provide banks with information monopo-
lies over small firms that they exploit (Angbazo et al, 1998).  A typical
method of Pareto improvements used by bankers was to offer their
embedded ties lower premiums for at least the first year of the loan —
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reserving the right to widen the premium only if the firm failed to main-
tain its projected performance level, which disagreed with the bank’s
forecast.  This simple governance structure gives the firm special low
cost financing during the beginning of the loan — the period of highest
interest returns for bank.  It also suggests that embeddedness motivates
Pareto improved solutions because both the bank and firm potentially
gain above what they would if a standard governance structure of a flat
spread was applied.  The firm is spurred on to increase its efficiency to
maintain the special rate — actions that make firms and banks better
off, and only make banks worse off for one year if the firm’s estimate
is incorrect.  In the following citation, a lead RM explained the nature
of this process, noting particularly how the governance benefits of
embeddedness are mutually shared. “Because we knew this guy [I
said]…‘Tell you what we’ll do: We’ll give you a price of X today.
We’ll base our pricing as if those expenses were not in your financial
statements.  But after twelve months, if it’s all flushed through you will
continue on in this price level.  If you don’t, boom, your pricing will go
up.’ So, because of the relationship, because we knew the guy and we
really believed in him and trusted him, we gave him the benefit of the
doubt on the pricing for the first year.  He has to continue to perform or
it goes up.  So, that’s a way we would sort of marry the two, the objec-
tive and the subjective, if you will.”

These findings suggest that the greater the degree to which bank-
firm transactions are embedded in social attachments, the greater the
borrower’s social capital, which should decrease the need for the bank
to monitor and enforce the loan agreement through formal means.  Two
quantifiable indicators of this effect are whether banks take collateral
and the size of the premium on the loan (Carruthers and Halliday, 1997;
Spulber, 1999).  Thus, the greater a borrower’s social capital (as meas-
ured by the degree to which it embeds its commercial transactions with
its bank in social attachments), the less likely it is to pledge collateral,
pay heavy premiums, or both as conditions of a loan.

While we have focused on the relative advantages of embedded
versus arm’s-length ties between a bank and a firm engaged in loan
deal, our argument also addresses how the structure of a firm’s banking
network can affect its social capital.  Conventional financial wisdom
argues that firms optimize their borrowing potential by developing an
expansive banking network of arm’s-length ties (Mintz and Schwartz,
1985; Williamson, 1988).  Extending previous work, we argue that net-
work benefits depend more exactly on the complementarity among the
types of ties in a firm’s network rather than the size (Baker, 1990; Uzzi,
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1996).  Complementarity refers to the notion that the characteristics of
different types of ties can reinforce each other’s strengths while com-
pensating for each other’s weaknesses so that a fuller range of action is
possible than if either tie existed alone.  By analogy, the concept of net-
work complementarity builds on portfolio theory, which argues that the
value of a portfolio’s assets are not absolute but fluctuate with the mix
of assets in the portfolio (Kolb and Rodriguez, 1996).  In social net-
works, complementarity suggests that a tie’s value is greatest when
there are other ties in the portfolio that strengthen its benefits and com-
pensate for its weaknesses, while the portfolio’s value as a whole rises
if the benefits of different ties do not coincide. 

Theory and our fieldwork suggest that complementarity varies in
the degree to which networks have an integrated mix of embedded and
arm’s-length relationships rather than one type of tie (Baker, 1990;
Uzzi, 1999).  On the one hand, arm’s-length ties provide wide access to
public information about prices and loan structures that is dispersed
throughout the market, yet lack the distinctive cooperative mechanisms
of embedded ties (Eccles and Crane, 1988; Baker, 1990).
Consequently, a firm with a network of arm’s-length ties may be high-
ly effective at garnering public market information but is ill equipped
to motivate a lender to collaborate on a deal that integrates innovative,
but unfamiliar, data from other bankers.  For instance, an RM recount-
ed a situation in which a firm with an arm’s-length tie to the bank
approached him with competing bids.  She noted that without an
embedded relationship there was no motivation to negotiate for an inte-
grative outcome, even if she was willing to offer the firm a price quote
on the loan.  She said, “Do I want to be doing this term loan when there
are other banks out there?”  I kind of said, “Why don’t you ask one of
your other banks?  [So], I priced it too high, figuring one of the other
banks will come in with a lower bid.  I won’t insult them by saying,
‘No, I don’t want the business,’ but I know they’re not gonna give 
me it.”

On the other hand, while embedded ties effectively motivate risk
sharing and integrative agreements within a relationship, they attend to
local resources and historical solutions, limiting the firm’s ability to
recognize solutions and resources in the market.  Consequently, a firm
with a network of only embedded ties risks becoming insensitive to
innovations available at other banks.  This can be problematic in bank-
ing markets where it is infeasible for any single bank to know the full
scope of market prices or loan structures.  This suggests that while
embedded ties can create comparative advantages over arm’s-length
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ties at the dyad level, their potential benefits are compromised if the
firm’s network lacks arm’s-length ties to other banks.  Thus, the above
lines of theory imply that an integrated mix of both types of ties, rather
than the simple number of contacts, positively affects governance.

We found inferential evidence that networks high in complementa-
ry create optimal governance benefits.  Frequently, bankers noted that
entrepreneurs used their arm’s-length ties to gather public market infor-
mation on loan structures or pricing, assembled this information, and
then presented it to their close lender who incorporated the premium
ideas into the deal.  This also strengthened the embedded tie by keep-
ing it market-sensitive and expanding its collaborative gains.  In the
example below, an  RM recounts the dynamics of a recent deal in which
he was one of the arm’s-length banks in a firm’s network.  The RM
noted how the entrepreneur used arm’s-length ties to access market
information and diverse expertise and then passed that information on
to his embedded bank, which in turn used it to create a custom loan
structure low in governance costs.  He said,  “Three banks were pitch-
ing on the same deal, and the company said, ‘give us a creative idea on
how you would structure this.’” We provided a very creative idea with
term loans and revolving credit (factors affecting price and structure).
They said,  “We really like this structure but X has been our bank for
50 years and we don't want to pull the agency from them.”  When the
term sheet came back from X bank, X bank had basically our term sheet
with their name on it.  The CFO laughed and said to me, “Look, your
bank came up with the idea.  So, we'd like to give you the first shot at
our trust business or the private banking of the owners” (business worth
less than the original deal).  So, we gave the banking insight on the mar-
ketplace to the firm (but the firm made the deal with its close bank).

Thus, the greater a borrower’s social capital (as measured by the
degree of complementary between embedded ties and arm’s-length ties
in the firm’s network of bank relationships), the less likely it is to pledge
collateral, pay heavy premiums, or both as conditions of a loan.  

Quantitative Data and Methods

We test the generalizability of the fieldwork with data from the
National Survey of Small Business Finances, which was administered
by the Federal Reserve Bank and the Small Business Administration
(see Uzzi, 1999 for a description).  We analyzed these data using the
repeated survey design method, which pools together different samples
of firms that are polled on the same items at different times.  The tech-
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nique is designed to “use the cumulated cross sections to analyze the
size and stability of individual-level relationships” by dummy coding
the different samples and then interacting the dummy variable with
independent variables of interest (Firebaugh, 1997: 5).  In our analysis,
we included a dummy variable for Year and interactions between year
and our embeddedness measures to uncover changes in the effects of
embeddedness that might exist between the 1989 and 1993 data. 

Dependent Variables: In order to test our hypotheses, we modeled
the joint probability of the firm’s likelihood of pledging collateral
and/or paying a high premium on its most recent loan.  We created an
ordered three-category discrete variable that reflects the spectrum of
governance cost on loans from best to worst from the firm’s perspec-
tive.  Best deal was defined as loans with no collateral and small pre-
miums; worst deal was defined as loans with collateral and large pre-
miums; and intermediate deal was defined as loans with collateral and
a small premium, or with no collateral and a large premium.  Large and
small premiums were defined as above or below the medium premium
for firms in the same sample (i.e., 1989 or 1993).  We also ran analyses
with large and small premiums defined at the 75th and 25th percentiles to
check for sensitivities to different specifications and found none. 

Independent Variables: To develop valid measures of embedded-
ness that captured the ethnography’s richness and yet were parsimo-
nious enough for statistical analysis, we applied methods that look for
convergence between theory on relationships and the narratives of
interviewees (face validity) by asking RMs how embedded ties could
be quantitatively measured and distinguished from other variables (dis-
criminant validity) (Miles and Huberman, 1994; Bollen and Paxton,
1998).  For instance, we probed RMs with inquiries such as, “If you
wanted to determine if your colleague had a close tie with a client like
the one we have been discussing, what quantitative information would
you use?” 

Embedded ties have been operationalized as the duration of the
relationship and the multiplexity of the relationship (Dore, 1983;
Marsden and Campbell, 1984; Gambetta, 1988; Iacobucci and Ostrom,
1988; Gulati, 1994; McAllister, 1995; Dyer 1999; Lazega and Pattison,
1999; Uzzi, 1999).  Duration is the length of the relationship and mul-
tiplexity refers to the degree to which a single relationship has multiple
dimensions — particularly business and personal dimensions because
these counterparts can foster trust and a wider range of reciprocal obli-
gations.  In banking, the personal dimension of a multiplex tie often
refers to whether the RM manages the entrepreneur’s personal banking,
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which invites intimate dialogues that deepen social attachments.
Consistent with theory, RMs independently suggested that duration and
multiplexity were reasonable proxy measures of embedded ties.  We
measured duration as the log of number of years and multiplexity as the
log of the number of business and personal bank services (log) used 
by the firm.  Services included brokerage, leases, cash management,
transfers, credit card processing, letters of credit, revolving credit, 
night depository, pension funds, and personal estate, trust, and 
retirement planning. 

Our measure of network complementarity also relied on conver-
gence among network theory on banking and face and discriminant
validity.  Research has shown that firms with networks of arm’s-length
ties tend to disperse their banking in small parcels among many banks,
whereas firms with networks of embedded ties tend to consolidate their
banking in a relationship, a finding consistent with our interview data.
RMs said that banks were likely to share risks and collaborate with
clients that consolidated their business with the bank because interac-
tion and prospects for retention and new business were enhanced with
these clients.  RMs also stated that they typically supply public infor-
mation on prices or structures to clients that did at least some business
at the bank, but rarely for customers without at least an arm’s-length tie
(such as cold callers) because they must ration their time among certain
customers.  Baker (1990) showed that a Herfindahl index, a relative of
the Gibbs-Martin index of social heterogeneity, parsimoniously sum-
marizes in a single measure the distribution of different ties in a firm’s
ego-network, has high face validity, precedent in network studies of
banking.  Following Uzzi (1999), we defined this measure as ∑(Pj

2),
where j goes from 1 to n banks and (Pj) is the share of the firm’s bank-
ing business that is dedicated to bank j.  (Pj) is the sum of savings,
checking, and line of credit accounts, which RMs use to indicate the
level of business between a firm and a bank.  Hence, if a firm appor-
tions 70 percent of its transactions to one bank, 20 percent to a second
bank, and the remaining 10 percent to a third bank, then its network
complementarity score is equal to [(.70)2 + (.20)2 + (.10)2] = .54.  This
index varies between 0.0 and 1.0.  Near zero, a firm’s network is com-
posed of many arm’s-length ties (low complementarity); near one, a
firm’s network is composed of one or a few embedded ties (low com-
plementarity).  An intermediate value of about 0.50 indicates that a firm
has an integrated mix of embedded ties and arm’s-length ties (high
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complementarity).  A possible drawback of the measure is that it loses
comparability across cases if there is a large variance in the size of
firms’ banking networks.  In our sample, there are small differences in
the size of networks.  Moreover, we control for network size, measured
as the number of institutions a firm uses for banking services.  This
measure correlates highly with key indices of network structure that our
data do not allow us to directly construct and has been used to control
for standard arguments about network structure and governance
(Borgatti and Feld, 1994; Powell, Koput, and Smith-Doerr, 1996).
Control variables used in this study are described elsewhere (Uzzi,
1999; Uzzi and Gillespie, 1999).

Statistical Results

Table 1 presents the results of our ordered three-category dependent
variable.  Models 3 through 5 display the baseline models of financial
theory (Petersen and Rajan, 1994; 1995).  These models indicate that
the cost of governance arrangements on a loan are positively associat-
ed with the loan term, fixed rate loans, and debt ratio, and negatively
associated with the Prime Rate, age of firm, and cash in retained earn-
ings.  These results offer consistent if uneven support for financial per-
spectives on governance before embeddedness is taken into account.
The year indicator variable suggests that 1993 firms were significantly
less likely to pledge collateral and pay larger premiums than 1989 firms
as a condition for the loan.  However, the interaction terms between
year and our embeddedness variables were statistically non-significant,
aside from multiplexity’s effect on the spread.  While the effects sug-
gest that no differences exist in the coefficients between periods, a find-
ing most likely due to the similar economic conditions in each period,
the dissimilarities in the composition of the two samples do provide
additional evidence in support of the generalizability of embeddedness’
main effects.

Consistent with our expectations about the effect of social capital,
the duration and multiplexity of the bank-firm relationship increases
the probability of obtaining a best deal and decreases the probability of
incurring a worst deal in the nested models and the full model (2-sided
test at P < .01).  Similarly, as hypothesized, network complementary
increases the probability of receiving a best deal and decreases the
probability of incurring a worst deal.  The linear coefficient of network
complementarity is negative and significant and the quadratic term is
positive and significant in line with our hypothesis that a network with
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a complementary mix of embedded and arm’s-length ties provide pre-
mium governance benefits.  That is, firms with predominantly arm’s-
length ties and those with predominantly embedded ties get worse deals
than those with a complementary network utilizing both embedded and
arm’s-length ties. 

These inferences are supported by the results of network size,
which present the conventional argument that network size is positive-
ly related to governance benefits.  Contrary to conventional arguments
but consistent with the embeddedness approach, the models show that
network size is negatively related to governance benefits.  This sug-
gests that those firms with large networks lose rather than gain gover-
nance benefits.  A large number of ties may expand a firm’s capacity to
identify potential deals but the governance characteristics of those deals
are lower. These two findings suggest that embeddedness not only pro-
motes governance benefits for individual elements of loans, but that it
also promotes governance benefits for the entire loan package.

The results also indicate that embeddedness has a proportionately
larger effect on reducing the probability of a worst deal than on increas-
ing the probability of a best deal, in terms of both the probability of
occurrence (i.e., the y-intercept) and magnitude of effect (i.e., slope).
Thus, while banks can share the benefits of embeddedness by refrain-
ing from imposing worst deal contracts and granting best deal con-
tracts, they are empirically more likely to share governance benefits
through the former course of action.  This effect is consistent with the
inference that embeddedness promotes Pareto improved deal-making,
rather than the financial theory argument that banks use relationships to
exploit information monopolies over firms.  Banks appear likely to
mutually share the governance benefits of embeddedness in ways that
make firms better off but themselves no worse off.  Presumably, a
decrease in the probability of giving a firm a worst deal heightens the
bank’s risk of underwriting an unprofitable loan, but only in case of
foreclosure.  In contrast, sharing the benefits of embeddedness for best
deals, while still a statistically significant outcome, more immediately
affects the loan’s income streams.  Thus, midcap firms avert the worst
case scenario that can arise as a consequence of their unilateral depend-
ence on banks.  Our inference is that these Pareto improved outcomes
would not occur in the absence of embeddedness.  Embeddedness
improves governance and motivates attempts to productively mutually
redistribute its benefits.  
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Discussion

In contrast to the current literature on community development, which
focuses on how formal governance devices such as contracts reduce
credit costs, we qualitatively and quantitatively examined the role of
social capital in lowering capital costs using a social embeddedness
approach.  Consistent with our embeddedness argument, banks and
firms that rely on embedded ties appear to gain benefits that surpass
formal mechanisms, even if they work in concert with formal mecha-
nisms.  The fieldwork suggested that embedded ties create expectations
of trust and reciprocity that facilitate governance by eliminating the
need for costly formal governance arrangements — thereby freeing
resources for other productive uses.  Embeddedness also promotes pri-
vate knowledge transfer, which communicates where the distinctive
competencies of the firm reside, enabling network partners to find
Pareto improved solutions to exchange problems.  Specifically, statisti-
cal analyses showed that firms tied to their lender through embedded
ties and that have a banking network with a complementary mix of
embedded and arm’s-length ties are less likely to have collateral taken
or pay high premiums as a condition of a loan.  The benefits of embed-
ded ties can become self-compromising at the network level if a firm
maintains only embedded ties because they limit access to novel infor-
mation in the market, even if they encourage open bilateral exchange.
This criticism of networks suggests that one liability of embeddedness
is that the benefits of its self-organizing governance may also be a
source of compromise that can undermine its advantages.  

These results suggest that social capital is not as straightforward a
benefit as has been thought (Putnam, 1993).  Having more social capi-
tal within a community is important, but if the community loses access
to information within the larger lending market, the returns to social
capital reverse.  Too much social capital prevents businesses from
knowing about new governance arrangements used by other banks
because of their over-embeddedness with local community banks or
branches, and so end up having higher costs on the loan than they
would if they also had arm’s length relationships with banks outside of
the community. This implies that small- and medium-sized businesses
need access to both local sources of capital, who know the local condi-
tions and local entrepreneurs, but also access to the larger lending mar-
ket which provides access to market information.  Thus, community
development is fostered both by local banks with high levels of social
capital within the community and giving firms access to banks outside
the community for greater access to market information.
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These results have important implications for understanding the
role of capital in community development.  The recent trend in consol-
idation of the banking industry threatens those local banks that are more
likely to lend in their local community (Immergluck and Mullen, 1998;
Squires and O’Connor, 1998).  While consolidation does not necessar-
ily reduce the ability of small business to acquire capital (Strahan and
Weston, 1996), it can reduce the ability of firms to access credit from a
number of banks, the costs of credit could increase, adversely affecting
both firms and banks by not applying Pareto optimal governance struc-
tures on loans.  

Recent research on the use of credit scoring technologies used by
large banks has shown that these technologies increase the access of
credit from large banks for small and mid-sized firms, and make these
loans more attractive to large banks (Peek and Rosengren, 1998).  Our
results indicate that this decreases the cost of credit for firms that are
able to access larger institutions.  However, there is a danger from these
practices becoming too widespread, since the benefits of complementa-
ry networks would be eliminated if there were not the same access to
private information that is difficult when credit scoring is used, because
of its reliance on public and standardized information.

Finally, the economic benefits for embedded ties might not be the
same for all entrepreneurs, especially women and minorities who might
not be able to develop the same social relations with banks that white
men are able to.  As Uzzi (1999) argues: 

The “scripts” that white male RMs use to forge ties with white
male entrepreneurs are "coded differently by minorities and
women because relationship-building involves contextually
defined activities.  These differences may therefore uninten-
tionally hamper the formation of embedded ties between
groups that use alternative scripts.  Thus, one tentative conclu-
sion is that prejudices against an out-group may explain only
part of the discrepancy in lending because collaboration among
in-group members improves access for in-group members,
even if out-group bias does not exist.  Thus, if these provisos
are correct they suggest that in-group effects may be as impor-
tant as out-group effects in explaining market stratification.
They also suggest that the systems lenders use to select and
train RMs in relational practices can improve minorities’access
to credit, as well as lenders’ ability to attract the business of
undervalued firms. (1999: 801-802).
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Thus, while the use of embedded ties and complementary networks
might be advantageous to entrepreneurs seeking credit, these same rela-
tions might also hinder members of under-represented groups.  Using
formal rating procedures, such as credit scoring to prevent this effect
might also fail in bringing access to capital and credit, might still dis-
proportionately affect minorities (Ladd, 1998).  However, the value of
informal governance arrangements in motivating Pareto improved out-
comes suggests that it is better for banks, and the firms with whom they
trade, if they recruited RMs from these under-represented groups and
modified their training with an eye to potential in-group bias, than if
they adopted only formal rating procedures without using relationships
to access private information. 
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Notes
1 While these arguments suggest that embeddedness can provide governance bene-

fits, current reasoning holds that arm’s-length ties, which are low in embedded-
ness, generate governance benefits by increasing and actor’s access to public infor-
mation.  The strategic implication is that actors that construct expansive networks
of arm’s-length ties can reduce their bilateral dependence and costs of monitoring
and enforcing agreements with less informed actors (Burt; 1997).  Consistent with
this argument, Mizruchi and Stearns (1994) reported that big firms with large net-
works of arm’s-length ties to their banks gained better access to financing.

2 See Uzzi (1999) for a complete description of the field methods.  
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Introduction

An issue for social and economic policy is the degree to which all of the
citizenry participates in the financial sector. The financial sector, par-
ticularly depository financial institutions, hold the medium of exchange
and allow for the processing of transactions.  Even if some of these
transactions are migrating to electronic media such as the Internet, if
there is a digital divide there will remain an underserved group.  At the
same time, technology may hold out the promise of a reduction in cost
for dealing with the underserved.

Depository financial institutions also face regulations on making
loans in areas where they take deposits or where there is a restriction in
the debt capital market.  If there are opportunities to invest in inner-city
or majority-minority areas, then commercial firms would take advan-
tage of them.  Such business operations rarely exist, other than small
retail stores.  There are few job-producing activities, obliging residents
to travel to other areas to work.   Porter (1998) has identified inner cities
as an untapped frontier for business opportunities, with estimates of
disposable income and demand for consumer goods.   Despite these op-
portunities, there appears to be a market failure, since firms continue to
shun these areas.   Lenders are afraid of default.  

A response is to encourage debt and equity investment through a
targeted mechanism.  In an examination of such programs, Bates
(2001) provides a series of strategic lessons.  First, loans that are suc-
cessful require collateral support, whether in a valued asset such as a
taxi medallion or in cross-collateralization using a house.  Second, the
successful borrowers tend to be immigrants rather than the native born.
While loan programs clearly cannot favor one group over another, this
evidence raises questions about who should be targeted.

The process of making a loan, particularly when businesses are dif-
ficult to evaluate, may require informal networks and contacts.  Again,
technology such as the Internet may arguably reduce the cost of the
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informal network.  Smart systems can simulate the interaction between
a loan officer and customer, but these may only go so far, and comput-
ers will never be able to make a site visit.  It is in this area that Uzzi
(2001) investigates connections and closeness between borrowers and
lenders.  The results here are that the stronger the degree of relationship
and connectedness, the more successful the lending arrangement.  This
provides some modest comfort for smaller and community banks in 
an era where economies of scale and technology are becoming 
more predominant.

The lending side is half of what banks do; the other half is the
deposit side.  Apart from the paucity of depository financial institutions
in inner-city areas, an issue is whether such can develop indigenous
sources of capital.  Banks serve as mobilizing forces for pools of capi-
tal, whether on the debt or equity side.  On the aggregate level, the
United States during the 1990s has exhibited a negligible and some-
times negative savings rate.  Some discussion indicates that the situa-
tion is not as severe as it appears since capital gains on assets are
excluded from the definition of saving.  Expenditures on consumer
durables are sometimes counted as consumption as opposed to invest-
ment.  But a relevant question remains as to whether low-income
households are willing to save, and whether their savings rates 
might exceed those of high-income households.  That is an important
policy question in an environment where tax policy might suggest 
that some people will save and invest a reduction in the take from 
the government.  

Another side of the savings and investment issue is the widespread
presence of middle-class entitlements such as retirement and pension
accounts.  Typically these are matched accounts either by employers in
the case of 401(k) or 403(b) accounts, and implicitly by the govern-
ment, since the contributions are made from before-tax income.  Other
retirement accounts provide for matches by the government if the indi-
vidual contributes, such as individual retirement accounts.  The match
is de facto, in that before-tax income is contributed.  All these programs
require an individual to work and have a job that either has a formal
pension program or provides sufficient income so that the individual
can make a contribution.  For the underclass, these conditions are not
always in place.  

The Loan Side 

On the asset side, banks and other lenders are seeking, partly through
regulatory prompting, lending opportunities in inner-city and under-



263

served markets.  Deregulatory efforts that have removed the distinction
between debt and equity markets, such as repeal of the Glass-Steagall
provisions, imply that lenders and others can source capital in 
different ways.  

Bates (2001) examines the Minority Enterprise Small Business
Investment Company (MESBIC) program.  These are private firms that
finance inner-city and minority-owned businesses.   The financing takes
the form of debt and equity. There is a sample of 199 firms that were
operating in 1987.  Of these, 61 were still operating in 1994; 58 went
out of business.  An analysis is also presented about what makes for the
successful survivors.  

There are two industries that are success stories.  The first is in the
taxi medallion industry. About half of all the firms receiving support
from the program are in one industry; taxi medallions in New York
City.  Medallions are highly regulated: the price is in excess of
$500,000.  The medallion holders are protected against competition by
the police, and most holders rent the cabs to others.   These are all
mechanisms by which medallion holders have their property rights pro-
tected.   Medallion Funding is an organization that funds the taxi oper-
ators, and has been identified by Porter (1998) as a firm that has
achieved success in the inner city. The taxi operators pay the medal-
lion holder a daily fee to operate the cab.  This situation is then exact-
ly analogous to an asset-backed security. This is similar to a mortgage,
auto loan, or credit-card receivable.  There is an asset price and a cash
flow. As long as security of the asset remains, the prospect for securi-
tization is possible.  

The second is in small businesses that are located in inner-city
areas.  This type of business includes restaurants, laundries, and gro-
cery stores.  Some of these firms are in New York City. There are two
keys to success.  The first is loan size.  Small loans, typically less than
$50,000, are inefficient to process and require monitoring against
agency and moral hazard costs.  The second is having collateral.  Loans
that are cross-collateralized with the mortgage on a house tend to
default less frequently. The conclusions are that larger-sized loans
backed by collateral are less likely to default.  Loans without these pro-
visions have extremely high default rates, and typically lose all 
the principal.

Another finding is that a majority of the participants in these 
loan programs are immigrants, whether they be taxi or small business
entrepreneurs.  The number of domestic entrepreneurs is limited.  The
immigrants may be self-selected, in that only the more motivated ones

Peter Chinloy
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immigrate to the United States in the first place.  The ability to wade
through a regulatory set of forms and programs is daunting to only the
very entrepreneurial, not to mention the language barrier.  It is not clear
whether these are unintended consequences of the programs.
Particularly since this program has “minority” written in the title, it is
an issue whether the original intention was to help immigrants or the
domestic-born.  The latter are unsuccessful in this program, suggesting
that modification of the terms and conditions may be appropriate if the
intention is to facilitate domestic minorities entering business. 

Another reason why some loans are successful and remain per-
forming is because of a tie between lenders and borrowers.  Informal
and formal networks to obtain consumer loans are compared by Uzzi
(2001).  The paper discusses how formal networks, such as with a bank,
involve specific governance issues such as contracts, including guaran-
tees and other recourse.  Other informal lending mechanisms are wide-
ly prevalent but receive less attention, yet are important in financing
small business.  Examples are kye, susu, or partner arrangements,
where there is rotating financing.   The paper contains some challeng-
ing results in a probit specification.   The argument and hypothesis is
that informal governance networks can be strong and tight motivators. 

In arrangements there is a sense of trust and reciprocity. The social
embeddedness allows banks to evaluate loans to otherwise risky 
customers.  Social customs such as playing golf substitute for formal
pricing, such as interest-rate premiums and the requirement for 
additional collateral.  

One of the issues that emerges in the gradual takeover of smaller
banks by larger ones is whether these trust and reciprocity arrange-
ments can survive.   Some larger lenders have mechanized and auto-
mated loan processing, partly to establish neutral standards that can sur-
vive legal challenges on discrimination grounds.  Another reason is to
take advantage of economies of scale.  Ties and reciprocity rely on
community banking and close touch.  There is a technological possibil-
ity that the Internet and other mechanisms can simulate some of the 
tie arrangements.

If ties are important and difficult to manage at large institutions,
there are some predictions as to the evolution of the banking system.
Larger firms will discount the value of ties in purchasing smaller ones,
since they cannot easily continue the informal arrangements within
standardized corporate structures.  There could be a two-tiered system
of lending, where national lenders use automated procedures and local
lenders exploit more informal arrangements.  Since national lenders
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have no or negative value to these arrangements if they create liability
problems, customers may sort themselves.  Those with close ties will
seek them elsewhere in medium-sized or smaller banks and a clientele
effect operates.

An issue is one of agency and management supervision.  Pricing of
arrangements is difficult, and the bank management wants to be assured
that investments on the golf course are proving to have payoffs.  There
are conflicts between those whose rainmaking capability brings in busi-
ness and others left at the office.  The compensation scheme could be
the rewarding influence, with loan officers paid on commission for
bringing in business.  With banks allowed to enter the securities 
business, and increasingly a financial advisor and stock salesperson
available in each branch, this is only another progression in the 
banking industry.

Possibly because of these agency issues, banks have come to rely
on commissioned salespeople to generate leads in commercial loans
and mortgages.  These individuals, frequently not employees of the
bank, act as intermediaries.  Then the management does not have to
worry about the morale and other issues of one employee claiming to
be working on the golf course.   An outsourcing of the loan origination
function within a bank is already a development that has occurred in the
mortgage market and is spreading to other loans.  Uzzi (2001) defines
embedded ties by the duration of the relationship and the multiplexity
of it.  The conclusion is that the stronger and longer the tie, the better
the loan performance.  Another issue is whether customers have embed-
ded ties with larger, faceless banks because of inertia or the high trans-
action costs of switching banks.  A challenge for the banking industry
is to preserve this capability in the face of increasing consolidation.

The Deposit Side

A first step in wealth creation is the ability to have deposit accounts.
Such accounts are already a challenge in inner-city areas.  While
nobody will become rich on a checking or savings account because of
the interest paid, opening and having such an account available is a
starter in wealth creation.  Moreover, such accounts can generate
wealth if fostered by matching programs.

When consumers are faced with the prospect of their savings being
matched, they respond positively.  Evidence from the Survey of
Consumer Finances on overall wealth indicates that for the median
household, most financial assets are held in pension and insurance
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accounts.  Pension accounts such as 401(k) plans at private employers
and 403(b) plans at nonprofits provide a double match.  If the employ-
ee agrees to have a portion of the paycheck withheld, the employer will
make a contribution.  The employee is able to make the contribution
from before-tax income, so effectively the tax authorities are a second
contributor.  For an employee in the 15 percent income tax bracket with
no state income tax and an employer matching dollar-for-dollar, on a $2
contribution to the fund the employer is contributing $1, the tax author-
ity 15 cents, and the employee 85 cents.  Individual Retirement
Accounts have a single match, with the contribution deductible.  Roth
IRA plans and insurance accounts have the feature of protecting the
income tax-free.  Evidence is that individuals will save when allowed
to have matches, although some of the funds are transfers from other
accounts.

What of those who either do not have an employer offering a full
benefits package, as many underclass members do not, or want to have
additional savings?  An answer is an Individual Development Account,
as studied by Schreiner, Sherraden, Clancy, Johnson, Curley, Zhun,
Beverly, and Grinstein-Weiss (2001).  

This program offers matches for underserved individuals willing to
make savings efforts themselves.  The matches are provided by foun-
dations and other grantors, and contain incentives to save.  Individuals
can receive matches of up to $3 for each dollar saved, providing incen-
tives comparable to those in the middle and upper classes.  The require-
ments are that participants receive financial education and that any
withdrawals be for prescribed uses such as home purchase, postsec-
ondary education, or a small business.  

The study is of a demonstration program, the American Dream
experiment.  In the sample, the average accumulation after a 2:1 match
is $900 per year. This amount implies that households are saving on
average $25 per month into these accounts.  The accounts then allow
individuals to unlock barriers to other lumpy purchases in a constrained
capital market.  The results are promising.  Since the overall savings
rate for the United States since 1998 has been negative, the presence of
any savings is an incentive for the economy.  Even if some wealthier
households are dissaving because of actual or unrealized capital gains
on assets, someone has to provide the internal pool of capital in the
economy.  It could be the case that within certain income and wealth
ranges, the marginal propensity to save is decreasing in income and
wealth.  The evidence here seems to be supportive.  
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Concluding Remarks

There are policy initiatives to increase the amount of loans and deposits
in underserved areas.  Banks and other regulated depository institutions
find themselves sometimes obliged to comply under terms of legisla-
tion such as the Community Reinvestment Act.  In the other case, entre-
preneurial banks are seeking opportunities.  Two themes recur through
these papers.  The first is the clientele that takes advantage of targeted
programs to increase loans and deposits.  If that clientele is self-select-
ed, having inherently extreme values of the talent being encouraged,
then the programs might be seen to be successful where they otherwise
might not be.  Nevertheless, there are success stories on the loan and
deposit side.  There are opportunities for profitable lending in inner-city
neighborhoods, with the appropriate loan size and collateral.  There are
opportunities to take profitable deposits, and the average size is com-
parable to the overall liquid wealth in the population.

The second is that informal ties strengthen loan arrangements.
Increasing use of expert systems, and their migration to the Internet,
suggests that the ties and arrangements could be priced.  A community
bank can be simulated on the Internet.  This would be bad news for 
golf courses.  
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This analysis considers the extent to wh i ch the Commu n i t y
Reinvestment Act has led institutions under its authority to increase the
number of home purchase mortgage loans to low-and-moderate-income
(LMI) borrowers and neighborhoods.  The basis for the analysis is a
large sample of loans for the 1993-1999 time period submitted by finan-
cial institutions under the Home Mortgage Disclosure Act (HMDA) of
1975.  The HMDA data for this analysis have been enhanced through
linkage to a descriptive file on lenders from the Federal Reserve Board.

The paper describes findings that are consistent with the assertion
that CRA has had an effect.  A statistical analysis of lending patterns in
individual MSA’s, which includes economic and demographic controls,
demonstrates two relevant facts.  First, lenders subject to the require-
ments of the CRA and their affiliates originate a higher portion of loans
to low and moderate-income borrowers and neighborhoods in areas
where there is active community organization (empowered by CRA)
focused on expansion of credit to LMI borrowers and neighborhoods
than in areas where there is not.  Second, CRA lenders and affiliates
originate a higher portion of loans to LMI borrowers and neighbor-
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hoods in metropolitan areas where higher shares of metropolitan area
lending take place in CRA assessment areas.1

The analysis that identifies a positive CRA effect can be used to
produce very specific quantitative estimates of how much credit expan-
sion CRA generates.  However, given the uncertainties in the model
specifications and the inherent imprecision in defining explanatory
variables that measure CRA impact, it seems inappropriate to read sig-
nificance into precise quantitative impacts of CRA.  While alternative
variables and specifications are not likely to change the measures of
direction of CRA impact, they could easily change the magnitude of that
impact in important ways. 

Finally, it is important to note that the analysis presented here does
not answer the question of whether lending to low-and-moderate-
income borrowers and communities has increased overall.  At one
extreme, it is possible that the expanded effort on the part of CRA
lenders is at the expense of non-CRA lenders, and that there was no
overall increase in the number of LMI loans originated.  On the other
hand, it is equally possible that all financial institutions, including non-
CRA lenders, have benefited from financial innovations designed by
CRA lenders, and that the statistical analysis systematically under-
states the effects of CRA in expanding LMI lending. The analysis
described here addresses the narrower issue of whether or not CRA
may have influenced CRA-lenders to expand LMI credit flow.

Introduction and Background

The United States Congress passed the Community Reinvestment Act
in 1977 to encourage financial institutions to make loans in low-and-
moderate-income (LMI) neighborhoods to meet the needs of those
communities.  The Act was seen as a response to the perception that
savings and loan associations and banks were “redlining" low income
areas, in effect denying credit to an area based on its perceived average
characteristics rather than the actual creditworthiness of individual loan
applications (Pogge 1992, Schwartz 1998, 123 Cong. Rec. 17,604
1977).  Recently, the Act has been interpreted to encourage lending to
low income borrowers, irrespective of the location of their properties.

This analysis considers the extent to which the Community
Reinvestment Act has led institutions under its authority to increase the
number of home purchase mortgage loans to low-and-moderate-income
borrowers and neighborhoods.2 The four sections that follow describe
the Community Reinvestment Act and how it might be expected to



273

affect loan volume; define the specific tests developed to estimate its
effect; present the empirical test results; and summarize the overall con-
clusions that are supported by the tests. 

This analysis is noteworthy, because there have been only a few
attempts to study the impacts of CRAon lending patterns, to understand
how the results of the Act have compared to the intent of the Act
(Evanoff & Segal 1996; Avery, Canner, Calem, Bostic 1999; Shlay,
1988, 1989; and Hula, 1991; Canner and Smith, 1991).  Most of the
studies of mortgage lending patterns have been cautious in drawing
conclusions about the role that CRA may have played in generating
observed patterns.  The tentativeness of these conclusions mostly
reflects weaknesses in the data as well as the difficulties in controlling
for other, non-CRA-related influences. Although no empirical study has
quantified the effect of the CRA on mortgage lending, several have
advanced evidence suggesting CRA has increased credit flows to LMI
areas and borrowers, while others have suggested that it has not.  Two
of these studies are summarized below, to illustrate the ambiguity in the
key research findings.

Evanoff and Segal (1996) reached mixed results regarding the
effects of CRA in their examination of mortgage lending data over the
1990-95 period. On the one hand, the researchers found that white-
black differences in denial rates and applications narrowed for both
lenders covered and not covered by the CRA.  This evidence, by itself,
supports the contention that observed expansion of low-and-moderate-
income lending may be due to factors other than CRA.3

On the other hand, Evanoff and Segal also found CRA-eligible
loans were an increasing share of the originations made by CRA-cov-
ered institutions and their affiliates in the first half of the 1990s, sug-
gesting that CRA may have had a positive effect in increasing LMI
originations.  The authors also found that the CRA-regulated institu-
tions and their affiliates had much greater shares of their originations in
CRA loans in the 1990s (a period of more intensive CRA enforcement
activity) compared with the 1980s (a period of less intensive CRA
enforcement activity).4

Using a relatively robust database on the characteristics of financial
institutions and affiliated mortgage companies required to report data
under the Home Mortgage Disclosure Act (HMDA), Avery and his col-
leagues (1999) analyzed the behavior of “consolidating” organizations.5

They found that the proportion of LMI home purchase originations
made by consolidating organizations and their affiliates typically
increased in the counties in which they had branch offices. These coun-
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ties are likely to be included in the assessment areas regulators focus on
when evaluating the LMI lending performance of CRA l e n d e r s .
Moreover, LMI home purchase loans as a share of their total origina-
tions increased more among consolidating banking organizations than
among organizations that did not engage in merger activity in the same
counties.  Because weak LMI lending performance is evidence regula-
tors can use to block mergers, it is logical that merging institutions
would strive more vigorously than non-merging institutions to expand
LMI lending.

Avery and his colleagues concluded that these findings were con-
sistent “with the view that the CRA has been effective in encouraging
bank organizations, particularly those involved in consolidation, to
serve LMI and minority borrowers and neighborhoods.”  At the same
time, Avery and his colleagues also found that consolidating banking
organizations lost market share over the period to independent mort-
gage and finance companies and credit unions.  This loss of share sug-
gests that factors other than CRA may have been at work.  

The analysis of CRAeffect reported here focuses on home purchase
lending, and ignores home refinancing and business loans.  Regulators
have emphasized home purchase loans.  Also, home purchase lending
is a significant part of all LMI lending, and in 1998 accounted for
slightly over one/third of single family mortgage lending, small busi-
ness lending, and community development lending combined.

The Community Reinvestment Act and Its Expected Effects

The CRA of 1977 affirms the obligation of federally insured deposit-
taking institutions to meet the credit needs of the entire communities in
which they take deposits, including low and moderate income borrow-
ers and neighborhoods, consistent with safe and sound business prac-
tices.  The four regulators of these federally insured institutions (the
Federal Reserve Board, the Office of the Comptroller of the Currency,
the Federal Deposit Insurance Corporation, and the Office of Thrift
Supervision) are required to assess the CRA performance of banks and
thrifts. Lenders evaluated under the CRA receive a grade for their per-
formance and effort in meeting the credit needs for low-and-moderate
income borrowers and neighborhoods.  Clearly, the intent of the act is
to encourage CRA lenders to expand LMI loan originations.  

The main incentives for lenders to at least comply with the Act by
achieving a satisfactory rating, or to go further and strive for an out-
standing rating, are that a CRA institution’s lending record and grades
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are released to the public and must be considered when regulators are
asked to approve any of the following:

• applications for a federal bank or thrift charter or FDIC 
deposit insurance;

• plans to relocate a main office or to establish or relocate a branch;
or

• efforts to merge, consolidate, or acquire the assets or assume the 
liabilities of another regulated depository institution

As a result, banks and thrifts that care about their public reputations or
intend to acquire other institutions may well be motivated to strive for
high marks on CRA because no other single measure signals the com-
mitment of a bank or thrift to low-and-moderate income (LMI) bor-
rowers and areas as clearly its CRA grade.  Moreover, some govern-
ment agencies and state and local governments will only place their
deposits with banks that have earned high CRA ratings.

There are reasons to suspect that CRA may have been more effec-
tive in the 1990s than in earlier years.  Focus groups with regulators,
lenders, and leaders of community-reinvestment oriented nonprofit
groups that were conducted for a project funded by the Ford Foundation
suggest that regulatory behavior has evolved in several stages.6

1.  Through much of the 1980s regulations were seen as being 
enforced inconsistently, and CRAwas not perceived as having 
a major effect on lender behavior.  However, during this time 
period, community groups were beginning to urge banks and 
thrifts to expand CRA lending, and banks and thrifts were 
experimenting with new products.  As a result, infrastructure 
was being put in place that could support expanded 
LMI lending.

2.  In 1989 the CRA took on a more prominent role with lenders.  
CRA ratings, which had been confidential, became publicly 
available.  Community groups gained access to more 
information about lending patterns after legislation was passed 
to expand the Home Mortgage Disclosure Act to include 
information on individual loan applicants and application 
disposition.  For the first time under CRA, a merger 
was denied. 
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3.  In 1995, the CRA regulations were strengthened still further.
Evaluation standards were revised, and more attention was 
given to  ‘quantitative measures of loans originated’ than 
marketing and outreach efforts.  Lenders, regulators, and 
community groups all felt that this brought about significant 
changes in bank and thrift behavior.

Mergers in the financial industry accelerated in the 1990s and probably
heightened awareness of CRA regulations.  Because a proposed merg-
er or acquisition could be blocked due to CRA considerations, it is rea-
sonable to assume that senior management of banks and thrifts became
more conscious of and responsive to CRA requirements, to avoid regu-
latory actions that could disrupt consolidation plans.

It is difficult to say to what extent CRA seems to have influenced
lending by CRA-regulated institutions and their affiliates throughout
the 1990s because other changes occurred simultaneously that likely
helped expand credit flows to lower and moderate-income borrowers
and neighborhoods.  The economy expanded strongly, competition in
metropolitan markets increased because an increasing number of insti-
tutions operated with a national scope, Fannie Mae and Freddie Mac
pursued federal goals for expanding credit to low-and-moderate-
income borrowers, new technologies permitted institutions to better
measure and manage mortgage risks, and the enforcement of fair lend-
ing laws intensified.  The tests defined in the next section are designed
to sort out these various influences and more clearly isolate the 
CRA effect. 

Two Specific Tests of CRA’s Effects

CRA should increase lending to LMI individuals and neighborhoods
This analysis includes two specific tests of the existence of this
increased lending.

• The LMI Loan Growth Rate Test First, over the 1993 to 1999 
time period, did institutions subject to CRAexaminations expand 
originations of home purchase loans faster than institutions not 
under CRA?  

• The LMI Origination Share Test Second, over the 1993 to 1999 
time period, to what extent did the existence of CRA cause 
institutions to originate a higher proportion of their total home 



277

purchase loans to lower income borrowers and/or lower income 
neighborhoods?

The tests are based on a large sample of loans for the 1993-1999
time period.  The source of this sample comes from information sub-
mitted by financial institutions under the Home Mortgage Disclosure
Act (HMDA) of 1975.  As currently amended, HMDA requires that
depository institutions and their affiliates, savings and loan corpora-
tions, credit unions, and nondepository mortgage lenders submit infor-
mation on each of their loan originations and purchases that are tied to
applicants located in Metropolitan Statistical Areas.  The required
information used for this report includes income of an applicant and the
geographic location of the property for which the loan is being sought,
so LMI loans can be distinguished from other loans.

At least two studies have concluded that HMDA data cover over
three-quarters of all originations in metropolitan areas,7 so that it is gen-
erally considered to be a representative picture of originations.
Underreporting is thought to be most prevalent among independent
mortgage and finance companies.  Reporting among banks and thrifts
(the institutions covered by CRA) and their affiliates is thought to be
nearly complete among those required to report. Smaller banks and
thrifts are exempt from HMDA, however, and so do not report at all,
nor do banks operating in rural areas.  

The HMDA data used in this analysis has been enhanced by link-
ing it to a descriptive file on lenders from the Federal Reserve Board.
This descriptive file makes it possible to classify individual lenders as
being covered or not covered by the requirements of the Community
Reinvestment Act.  In addition, the file makes it possible to classify
some lenders as being specialized in subprime loans or in loans related
to manufactured housing.

The Empirical Results

This section reports the results of both a national benchmarking test and
a pooled time-series, cross-section test based on MSA-level observa-
tions.  The national benchmarking test focuses on the growth of LMI
loans originated by CRA lenders and their affiliates, while the MSA-
level analysis reviews the increase in share of all CRA lender and affil-
iate loans that can be classified as LMI. 

One way to understand the effect of CRA on lending institutions is
to benchmark the national home purchase lending performance of CRA
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lenders and their affiliates against the performance of independent
mortgage banks and credit unions.  These “non-CRA covered” lenders
accounted for about one third of all LMI lending during the 1993-99
period. Using this group as a benchmark roughly controls for econom-
ic and other changes that might also explain the expansion in overall
CRAlending.  Both groups were influenced by the same changes in the
marketplace, but independent mortgage companies and credit unions
were not subject to the CRA regulations, so the comparison has the
potential to highlight the independent effects of the CRA.  

Three observations about the overall lending data are essential
before comparing the performance of CRA lenders and their affiliates
to the performance of independent mortgage banks and credit unions.
The first observation relates to the difference in loan product mixes
between CRA lenders and their affiliates and independent mortgage
banks and credit unions, while the second relates to the impact of acqui-
sitions on the growth rate calculations.

Over the 1993 to 1999 time period, LMI home purchase loan orig-
inations from CRA lenders and affiliates specializing in subprime and
manufactured home lending increased dramatically.  However, they
remained much less specialized than other lenders in these types of
lending (Figure 1), and virtually all of the LMI lending over this peri-
od from CRA lenders came from prime lenders.  Consequently, the
home purchase loan product mixes were different for CRA lenders and
non-CRA lenders. 

A second key observation about the home purchase lending from
depository institutions and their affiliates concerns recent acquisitions.
Acquisitions of non-bank lenders by banks and thrifts over the period
complicate any benchmarking analysis.  CRA-lender acquisitions of
independent mortgage companies since 1993 increased their LMI lend-
ing.  Using HMDA data and other records it is possible to identify non-
bank affiliates that were acquired by banks or thrifts after 1993, but
only if the acquired institution retained a separate HMDA reporting
number. As a result, affiliate acquisitions that resulted in the termina-
tion of the acquired institution’s HMDA reporting identification num-
ber are not traceable.  This would suggest that the available data under-
estimate the share of any increase in lending attributable to acquired
affiliates.  On the other hand, many banks moved increasing shares of
all of their activities to their affiliates over the period — including affil-
iates purchased after 1993.  That would tend to overstate the share of
the increase attributable to acquired affiliates. The estimate of the share
of lending contributed by acquired affiliates is therefore imperfect and
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it is impossible to determine with available data whether it is an over-
or under-estimate.  However, in a national benchmarking analysis, the
importance of acquired affiliates suggests it is important to look at the
data with and without known acquired affiliates included, to see if the
conclusions depend on how these acquired affiliates are treated.

A third observation relates to the assessment area definitions of
banks and thrifts.  CRA performance evaluations focus on particular
geographic areas that represent the key deposit-gathering areas of each
lender.  In the 90’s banks and thrifts were expanding the scope of their
lending activities to reach out beyond the boundaries of the deposit-
gathering areas.  Consequently, less than half of all bank and thrift lend-
ing nationwide falls within assessment areas.  Arguably, CRA should
stimulate loan originations inside assessment areas more than outside
assessment areas. 

Figure 2 presents benchmark comparisons of Non-CRA and CRA
lenders over the 1993 to 1999 time period.  During that time non-CRA
lenders grew their LMI lending at an annual rate of 11 percent, while
CRA lenders and affiliates expanded their lending slightly faster, by
11.6 percent.  Differences in average annual growth rates of CRA
lenders and non-CRAlenders appear after disaggregating prime lenders
and other lenders (subprime and manufactured home lenders) separate-
ly.  From this perspective CRA prime lenders grew lending more than
50 percent faster than non-CRA prime lenders, and CRA subprime and
manufactured home lenders grew lending almost 100 percent faster
than non-CRA lenders.

The performance assessment of CRA lenders reverses if only the
activity of CRA lenders inside their assessment areas is considered.
From that perspective, CRA lenders had lower growth rates than non-
CRA lenders, principally because the LMI growth rates of CRA
prime lenders ( 6.0 percent) were lower than CRAgrowth rates of non-
CRA prime lenders (6.7 percent).  Netting out the lending of known-
acquired affiliates further widens the gap between CRA lenders and
non-CRA lenders.  

It’s not possible to draw firm conclusions from this national bench-
marking test.  Conceptually, focusing solely on assessment area lending
seems superior to focusing on total CRAlending, because CRAlenders
face regulatory scrutiny only in those areas.  This approach suggests
that CRAlenders have grown CRAlending more slowly than non-CRA
lenders.  However, uncontrolled differences between assessment areas
and non-assessment areas may be influencing the results.
Consequently, the next section of this paper uses a more robust statisti-
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cal technique to control for these economic and demographic differ-
ences, and produce a more reliable test of CRA effects . 

The objective of the econometric modeling described here is to
determine if the CRA, independent of other factors, has worked to pro-
mote bank and thrift lending to LMI individuals and communities.  The
regression model described here is based on pooled time-series/cross-
section data for US Metropolitan Statistical Areas from the 1993 to
1999 time period.

Few previous studies have modeled geographic variations in mort-
gage credit flows. Megbolugbe and Cho (1993) model these variations
at the metropolitan level. Evanoff and Segal (1996) review a handful of
other studies that have modeled these flows at the census tract level
(Ahlbrant 1977; Hutchinson, Ostas, & Reed 1977; Avery & Buynak
1981; Bradbury, Case & Dunham 1989; Shlay 1988; Shlay 1989;
Holmes & Horvitz 1994; Perle, Lynch, & Horner 1993).8 Most of the
studies at the census tract level have focused on a single metropolitan
area. In these previous studies, the dependent variables most common-
ly modeled are levels of mortgage lending, expressed as number of
loans or dollar volume. The dependent variables are often divided by
the number of owner-occupied homes in the tract or metropolitan area
to standardize for variations in level of mortgage demand by tract. The
independent variables typically used to account for variation in cross-
MSA or cross-tract volumes of total mortgage credit flows in these
studies focus on economic, demographic, housing supply, mortgage
supply, and housing demand. The most common economic variable
included in these analyses is median household income.  Housing mar-
ket variables include the number of building permits issued, vacancy
rates, and share of owner-occupiers.  Measures such as number of
branch offices and total amount of deposits are used to capture the
influence of mortgage supply in the area. Typical demographic vari-
ables include shares by race, shares of different family types, shares by
age of household head, and median household size. 

Unlike these previous studies, the dependent variable here focuses
directly on CRA lending performance: the LMI home purchase loan
origination share of CRA lenders and their affiliates, net of those
affiliates acquired after 1993 in each metropolitan area.9 This vari-
able was selected because it is one of the measures that bank examin-
ers have used since 1995 under the CRA lending test to evaluate CRA
lending performance of banks, thrifts, and their reported non-bank affil-
iates.  Modeling metropolitan variations in this measure for CRA
lenders and their affiliates closely models the approach taken by regu-
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lators.  Regulators implicitly acknowledge that variations in economic
conditions, regulatory effects, and other factors across metropolitan
areas render comparison of the CRA lending performance of individual
CRA lenders to national benchmarks as inappropriate. As a result, reg-
ulators compare performance of individual CRAlenders to a peer group
drawn from comparable lenders in their communities (Belsky, Lambert,
& von Hoffman, 2000).  Thus, the modeling approach followed here
parallels the regulatory process and presents an opportunity to test for
the influence of CRA, economic conditions, demographics, loan
reselling activity and other factors on the CRA lending performance of
CRA lenders and their affiliates.   

MSA-level regressions of mortgage credit flows are also subject to
spatial aggregation bias, which may be particularly problematic for
examining home mortgage loan flows to LMI neighborhoods.10   While
the models used examine the influence of MSA-level factors on credit
flows at the MSA level, the supply and demand for mortgage credit
varies down to the census tract level.  For this reason, the effects of fac-
tors that influence credit flows at the census tract level could be lost
when averaged over an entire MSA.  Such factors would then erro-
neously appear not to influence the MSA-level measures of credit flows
that constitute the dependent variables in the models.  Similarly, esti-
mates of the coefficients on independent variables may be biased.
Investigating the effect and direction of spatial aggregation bias on our
results would require building similar models at lower levels of geo-
graphic aggregation.  The results of these models would then have to be
compared against the observed importance of the various factors in
each set of models, as well as with what is known about the determi-
nants of credit flows from existing research. For these reasons, further
research in the area covered by this study is warranted.

The modeling effort presented below attempts to account for the
variation in CRA performance for CRA lenders and their affiliates, net
of known acquired affiliates, across metropolitan areas. Affiliates that
retained their HMDA identifier after acquisition and thus known to
have been acquired after 1993 are netted out because we wish to isolate
changes in CRA lending achieved by institutions net of those due to
merger and acquisition.   

The average proportion of lending by CRA lenders and affiliates
that is LMI is referred to as their “LMI origination share.”  For the data
used in the analysis, the average value of the LMI origination share is
31 percent, with a standard deviation of 6 percent.  The mean and stan-
dard deviation are not weighted by MSA size (in other words, each
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MSA observation counts equally in the calculation of the average 
and variance).11

Figure 3 illustrates the wide range of observed LMI origination
shares at the MSA level.  The loan origin shares vary both across time
and across MSAs.  For example, the LMI loan origination share in
Birmingham increases from 27 percent in 1993 to 35 percent in 1999.
Over the same time period, Baltimore’s share increases more slowly,
from 35 to 39 percent, but is higher than Birmingham’s in each indi-
vidual year.  In San Francisco, the LMI loan origination share is stable
at about 23 percent over the entire 1993 to 1999 time period.  

Interpreted as a performance measure, higher values of the depend-
ent variable indicate stronger CRA lending performance.12 Thus, the
modeling effort is designed to identify which CRA impact independent
variables have positive coefficients, indicating that higher values of the
CRA impact variables are associated with higher values of the per-
formance measure.

In theory, a variety of factors including (1) economic conditions,
(2) housing market conditions, (3) demographic characteristics, (4) reg-
ulatory influences, and the (5) industrial organization of mortgage mar-
kets (including product specialization and historic levels of services of
different types of institutions in different areas) should influence the
CRA home purchase loan performance of CRAlenders and their affili-
ates.  This section describes some specific measures for each of these
influences and the expected relationship between these influences and
the CRA lending performance of CRA lenders and their affiliates. We
use some, but not all, of the independent variables used in used in pre-
vious studies, as our dependent variable differs from the dependent
variable of other models.

To maximize the use of available information, cross-sectional data
on 180 metropolitan areas were pooled for the years 1993 through
1999.  Individual year dummies were included to control for the fixed
effects of time on the origination share levels.  Because of the small
number of observations after controlling for fixed effects of time and
because of the lack of priors about the structure of the error term, no
corrections were made for the possible presence of heteroskedasticity.
Correcting for its presence might result in smaller standard errors,
yielding more efficient estimates.  As a result, the statistical signifi-
cance of the variables reported below is likely understated, producing
conservative estimates of significance.  The model also does not con-
trol for possible serial correlation because the number of observed time
periods is too small to support meaningful testing and correction. 
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For the origination share model, CRA lending performance (P) in
metropolitan area (i) in a particular year (t) is modeled as a linear func-
tion of a vector of CRAregulatory impact variables (R), economic vari-
ables (E), housing market variables (H), demographic variables (D),
industrial organization variables (I), time dummy variables (T), and an
error term (e).13

Pit=f(Rit,Eit,Hit,Dit,Iit,T)+e.

The variables that fall within each of the vectors in the simple lin-
ear model are listed in Figure 4, along with their mean values and stan-
dard deviations across metropolitan areas.  

In most cases, the specification of the variables selected and their
reasons for inclusion are straightforward. A discussion follows of the
variables, the reason for their selection, their functional forms, and their
expected relationships to the dependent variables. Important omitted
variables include a more direct measure of mortgage lending risk,
which is concentrated among borrowers who make low down payments
(though an unemployment rate variable proxies for it), and more pre-
cise measures of differences in unemployment and income growth rates
by race and income in each metropolitan area.

CRA Effect Variables 

Two measures of  CRAregulatory effects are used in this analysis. One
is the share of CRAlender originations to LMI borrowers and areas that
are made inside CRA assessment areas in a metropolitan area.  The
other is the presence or absence of lending agreements between lenders
and community groups to promote LMI lending.  

Assessment Area Lending

The principal measure of CRA impact used here is the proportion of
CRAlender and affiliate lending that takes place in the institution’s per-
formance assessment areas.  As a proxy for detailed definitions of per-
formance areas, a loan here is considered assessment area lending if it
is originated in an MSA where the lender has a branch office. If CRA
is having an effect, it is reasonable to expect that LMI origination
shares will be higher in MSAs where a greater proportion of the lend-
ing takes place inside assessment areas, because it is only in these areas
that they receive credit for LMI lending.  In addition, growth may also
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be faster for those MSAs where a greater proportion of all lending takes
place inside assessment areas.  Therefore, we expect this variable to be
positively associated with CRA origination share levels.

The proportion of all CRA-lender lending inside assessment areas
varies across MSAs, and, in general, trends downward over the 1993 to
1999 time period.  For example, in Akron, Ohio, the assessment area
share of lending declines from 47 percent to 36 percent over the 1993
to 1999 time period.  In Las Vegas, the share is much lower, averaging
only about 11 percent over the time period.  In contrast, the share of
assessment area lending is much higher in Bloomington, Indiana,
declining from 61 percent in 1993 to a still large 43 percent of all CRA-
lending in 1999.

Presence of Lending Agreements

The National Community Reinvestment Coalition publishes C R A
Commitments, which documents known agreements between CRA
lenders and local community groups.  For modeling purposes, any
MSAwhere there was evidence of a lending agreement in place during
part or all of the 1993 to 1999 time period was flagged as having an
agreement presence.  In such cases the variable is set to 1, and it is set
to set to zero for all other MSAs.  One would expect that MSA’s with
lending agreements to have better CRA performance as measured both
by higher LMI loan origination shares. Whether or not the agreements
are cause or effect of this performance, one would expect the sign on
this variable to be positive in both equations.  

Lending agreements are more likely to be in place in larger MSAs
rather than smaller MSAs.  For example, Baltimore, Boston, Houston,
and Washington, D.C. had agreements in place, while Muncie,
Oklahoma City, and Mobile did not.  However, not all large MSAs had
agreements:  Oakland, San Diego, and Nassau-Suffolk all had this vari-
able coded as zero for all years.  

These variables are not ideal measures of the effects of CRA, and
are fairly weak in some respects.  The lending agreement variable, in
particular, has deficiencies because it does not capture the timing or
size of agreements in place.  In addition, and even more importantly, it
is possible that lenders sign CRA agreements in places where they
know they can meet these commitments.  Therefore it is possible that
signed agreements are an effect rather than a cause of CRA perform-
ance.  Nevertheless, for reasons discussed below, a plausible case can
be made that agreements are signed as a result of pressure brought to
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bear or the threat of a problem when applying to merge or acquire
another bank or thrift. 

Measures of merger activity in each MSA over the relevant time
period would be another way to test for CRA treatment effects, since
the greater the number of mergers and acquisitions the greater the num-
ber of opportunities for CRA performance to have a direct impact on
bank and thrift plans. However, creating such a measure is difficult and
was beyond the scope of this study. A measure that would perhaps 
be even more desirable would be the number or share of merger 
applications from institutions doing business in each MSA that were 
challenged or conditioned over the period.  This would be a direct
measure of demonstrated effect of CRA-related merger and 
acquisition problems in the metropolitan area.  Such measures were
unavailable, however.

Economic Variables

The economic variables used to model CRA lending performance are
the average levels of median household income and unemployment. 

Median Household Income

Median household income is postulated to influence the LMI origina-
tion share variable because the credit scores of higher income borrow-
ers are generally higher than those of lower income borrowers. Because
LMI cutoffs are defined with reference to metropolitan-wide median
incomes, higher median incomes may well translate into lower mort-
gage risks without leading to smaller proportions of borrowers falling
below LMI cutoffs. Therefore, in the origination share equation one
would expect median household income to come in with a positive
sign. Galster (1992) suggests using median household income in cross-
sectional models of geographic credit flows and Megbolugbe and Cho
(1993) use it in their models of variations in conforming loan credit
flows across MSAs.14 We control for cost of living by using a housing
affordability proxy.

Local Unemployment Rate

One would expect , all other things equal, CRA lenders in MSAs with
lower prevailing unemployment rates will have higher CRA loan orig-
ination shares because more LMI borrowers are likely to apply and
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more are likely to be approved.  In general, high unemployment as well
as rising unemployment typically hit those in lower wage and salary
positions harder and has a more significant impact on their capacity to
qualify for a mortgage because they are closer to the margin of qualifi-
cation anyway.

Housing Market Variables

The housing market variables used to model CRA lending performance
are the average of National Association of Home Builders' (NAHB)
Housing Opportunity Index over the 1993 to 1999 period and the home-
ownership rate in 1990. 

Housing Affordability

LMI loans are easier to originate in areas where housing is more afford-
able.   LMI borrowers, who are closer to the margins of qualifying for
a mortgage than other borrowers, would find it easier to qualify for
loans to buy homes that are less expensive relative to their lower
incomes.  Consequently, affordable MSAs should exhibit higher LMI
loan origination shares.   The specific measure of housing affordability
used is NAHB's estimate of the share of homes in an MSA that are
affordable to a median income household.   

Home Ownership Rates

Home ownership rates tend to increase as a higher fraction of low and
moderate income households become owners.  Accordingly, we expect
a positive relation between home ownership rates and the demand for
mortgages on the part of lower income households.  This increased
demand for mortgages will make it easier for lenders to meet CRA
goals and raise the proportions of CRA lending. 

Demographic Variables

The demographic variables used here to model CRA lending perform-
ance are measures of the proportion of MSA-wide lending to black and
Hispanic borrowers.  Both Megbolugbe and Cho (1993) and Perle,
Lynch and Horner (1993) suggest including the proportion of the pop-
ulation that is young and therefore might be more likely to have low
incomes and be in the market to buy their first homes. However, includ-
ing the share of the population aged 25-34 in the models tested revealed
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miniscule effects on the dependent variables that were not statistically
significant.  As a result, they were dropped from the models.

Minority Population Share

The expected influence of minorities' shares of the population and their
geographic concentration within metropolitan areas on CRA lending
performance is ambiguous because, among other things, minority
shares are correlated with many of other independent variables, such as
unemployment rate.  Thus, estimates of the race effects may be biased
and priors about the direction of its effects difficult to establish. It may
be the case that, because of the locations of minority populations or
loan offices, or because of product differences in the loans minorities
select, CRA lenders and their affiliates will have differential success
serving minority and white populations.  In particular, these effects
could lead to in inverse relationship between the measures of minority
share and concentration, and the CRA lending performance measure.

It may also be the case that, because minority populations have his-
torically been underserved, relatively large or concentrated minority
populations in an MSAcreate opportunities for LMI loan expansion.  It
is important to note that this effect will not necessarily be related to the
overall minority population of the MSA, and could instead be related to
the degree to which the minority population is concentrated and segre-
gated, suggesting greater historical discrimination in housing markets.
In either case, these effects could lead to a positive relationship between
the minority demographics and the CRAlending performance measure. 

Some effort was made to test for different specifications of the
racial and ethnic variables because, as Galster (1992) persuasively
argued, the effects of these variables may be nonlinear.15 It may be, for
example, that only as the population proportions reach threshold levels
do the effects on CRAlending performance come into play.  Since there
is no a priori method for establishing cutoffs for categorical dummies
to capture these nonlinearities, models were run with squared and 
cubic forms of the race and ethnic variables.  The specification that 
used squared terms had the greatest statistical significance and is
reported below.

Market Organization and Control Variables 

The market organization and control variables used to model CRA
lending performance include the MSA-wide proportions of non-con-
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ventional lending  (FHA, VA, RHS) and loans resold to Fannie Mae and
Freddie Mac.  

FHA/VA/RHS (non-conventional) lending

The proportion of lending that is non-conventional (principally FHA
lending) is used as an explanatory variable because in MSAs where the
non-conventional percentage is higher, one might expect higher CRA
loan origination shares because the government insurance programs
reduce the riskiness of originating LMI loans. However, it is less like-
ly but it could also be argued that the effect could be a negative one,
because non-CRA lenders use FHA insurance more intensively than
CRA lenders.  Indeed, where FHA’s presence is greater so too are the
market shares of mortgage companies. Consequently, higher FHA
shares across the MSA could result in weaker CRA lender origination
share performance.  

Resold Loans

Lenders have the option of reselling the loans they originate to other
institutions, primarily to Fannie Mae and Freddie Mac for prime, con-
ventional conforming loans and to private label companies for sub-
prime loans.  The existence of a secondary market should increase orig-
inations, as the sale of the loans can free up capital for the originator.16

Beginning in 1993, the Department of Housing and Urban
Development (HUD) established affordable housing and central city
goals for the purchase of mortgages by the GSEs.  In 2000, HUD
revised and increased these goals in an attempt to encourage the GSEs
to purchase more loans made to low- and moderate-income borrowers
and in low- and moderate-income neighborhoods.

Time Dummy Variables

The model in Figure 5 includes dummy variables for all years except
1993 that reflect the effect of individual year factors other than those
that have been explicitly modeled.  To the extent that CRAexamination
and consequences of a less favorable CRA rating have become more
important over time, we would expect the estimated coefficients of
these dummy variables to become larger over time. 
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Results

The results set forth in Figure 5 are consistent with the hypothesis that,
other things equal, CRA has increased the flow of credit to LMI bor-
rowers and areas by CRA-covered lenders and their affiliates over the
period studied.  In addition, the model suggests that most factors that
one might expect to drive CRA lending  do influence it in the expected
directions.  Specifically the economic, housing market, market organi-
zation and control variables all the expected signs and are statistically
significant.  This suggests that the model is well specified.  The econo-
metric results give further weight to the proposition that CRA made a
difference to lenders during this period.  

More specifically, the model has positive and statistically signifi-
cant coefficients for the CRAvariables:  the lending-agreement dummy
and the variable describing the share of all lending qualifying as assess-
ment area lending.  Taken literally MSAs that have lenders with lend-
ing agreements in place have overall LMI loan shares which are one
percentage point higher than MSAs whose lenders do not have agree-
ments in place.  Since the average LMI share over the period was 31
percent, the loan shares in MSAs with lending agreements in place
were three percent higher than loan shares in other MSAs.  Similarly,
LMI loan shares were three percentage points ( or about ten percent)
higher inside assessment areas than outside assessment areas.   The
expectation that increasing CRA enforcement over the period would
lead to larger estimated coefficients for the time dummies reflecting
recent years was not met.  While there was an increase in LMI lending
after the reference year of 1993, the effect of passing years was essen-
tially zero thereafter.

Conclusions from the Analysis

Taken literally, the econometric analysis produces very specific quanti-
tative estimates of how changes in factors directly related to the CRA
affect lending to LMI individuals and communities. However, such a
literal interpretation does not appropriately recognize that attempting to
assess and control for the relevant factors (variables) is fraught with dif-
ficulty and subject to measurement, variable, and other errors.  Thus, it
seems more important to recognize simply that the most comprehensive
evidence on lending patterns thus far analyzed is consistent with the
proposition that CRA does have a positive effect on low and moderate
income lending by depository institutions.   
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At the same time, however, it is important to note that the test pre-
sented here does not address the question of whether lending to low and
moderate income borrowers and communities is increased overall:  it is
possible that the expanded effort on the part of CRA lenders is at the
expense of non-CRA lenders, and that overall there was no increase in
the number of loans originated.  On the other hand, it is equally possi-
ble that all financial institutions, including mortgage companies, Fannie
Mae, and Freddie Mac, have benefited from financial innovations
designed by and for banks and thrifts as they have strived to comply
with CRA.  Thus, it is possible that the statistical analysis systemati-
cally understates the effects of CRA. 
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Figure 1: CRA lenders’ and affiliates’ loans to LMI borrowers and areas were much
more likely than non-CRA lenders to be made by prime lending specialists, 1993 to
1999.

Note: Non-prime loans are defined here as loans made by lenders classified by HUD
as subprime or manufactured home lending specialists.

Figure 1 

Figure 2: Benchmarking CRA Lenders at the National Level leads to Ambiguous
Results.  Some Categories of CRA-Lender LMI Loan Originations Grew Faster than
non-CRA Lender LMI Originations, while Others Grew More Slowly.

Figure 2
Prime,  

Subprime and Subprime, and 
Manufactured Manufactured

Lending Source Prime Lenders Home Lenders Home Lenders
Average Annual Growth Rate of LMI Home 
Purchase Loan Originations 1993 to 1999

Non-CRALenders 6.7% 36.6% 11.0%

CRALenders 10.4% 84.7% 11.6%

CRALenders Inside Assessment Areas 6.0% 83.1% 6.7%

CRALenders Outside Assessment Areas 15.7% 85.3% 17.6%

CRALenders Inside Assessment Areas 
with Lending of Known Acquired 
Affiliates Netted Out 5.9% 66.1% 6.3%
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Figure 3:
The LMI loan origination share ranges from 
less than 25% to over 40%

Figure 3 
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Figure 4
Variable Definitions and Descriptive Statistics

Std
Deviation Expected

Mean Value for 1993 to 99 Sign in 
for 1993 to 99 Mean Origination

Independent Variable Name Time Period Values Share Model

CRA Variables

Presence of Lending Agreement During 
Part or All of the 1993 to 99 Time Period 0.285 0.452 Positive

Share of CRALender Loans which 
Are Inside Performance Evaluation 
Assessment Areas in Time Period t 0.590 0.157 Positive

Economic Variables

Median Household Income (000's)
in Time Period t 44.359 8.437 Positive

Average Unemployment Rate 
in Time Period t 0.054 0.027 Negative

Housing-Market Variables

Average Level of Housing 
Affordability in Time Period t 69.367 13.621 Positive

1990 Average Level of 
Homeownership 0.638 0.066 Positive

Demographic Variables

Proportion of Loans to Black 
Borrowers in Time Period t 0.055 0.049 Ambiguous

Proportion of Loans to Hispanic 
Borrowers in Time Period t 0.068 0.111 Ambiguous

Proportion of Loans to Black 
Borrowers in Time Period t Squared  0.006 0.010 Ambiguous

Proportion of Loans to Hispanic 
borrowers in Time Period t Squared 0.017 0.069 Ambiguous

Industrial Organization and 
Control Variables

Share of MSALoans Repurchased by 
GSEs in Time Period t 0.256 0.075 Positive

Proportion of Nonconventional Loans 
(FHA, VA, FMHA) in Time Period t 0.244 0.117 Positive
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Figure 5 
Model Coefficients and T-Ratios for
CRA Lender’s LMI Home Purchase Loan Share Regression

Coefficient T Ratio

Intercept -.117 -5.31

Existence of Lending Agreements .01243 3.83
Share of Lending Inside Assessment Area .03102 3.29

Average Housing Affordability 1993 to 99 .00169 14.04

Household Income .00234 11.89

Unemployment -.392 -6.09

Home Ownership Rate in 1990 .19143 8.28

Loan Resell Rate .18032 8.69

Existence of Lending Agreements .01243 3.83

Share of Lending inside Assessment Area .03102 3.29

Share of FHA Lending .14818 10.52

Percentage of Loan Originations to 
Black Borrowers -.403 -4.95

Percentage of Loan Originations to 
Hispanic Borrowers -.176 -5.04

Percentage of Loan Originations to 
Black Borrowers Squared 1.922 4.92

Percentage of Loan Originations to 
Hispanic Borrowers Squared .39749 8.83

Dummy Variable for 1994 Observations .02888 5.70

Dummy Variable for 1995 Observations .03711 7.08

Dummy Variable for 1996 Observations .02324 4.49

Dummy Variable for 1997 Observations .01289 2.49

Dummy Variable for 1998 Observations .00604 1.20

Dummy Variable for 1999 Observations .02863 5.26

Adjusted R-Squared .49

Observations 1,260
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Notes

1 Assessment areas are those geographic regions (typically MSA’s) that regulators
focus on when evaluating CRAlending performance.  CRAlenders may also origi-
nate loans outside their assessment areas, but this portion of lending is not included
in the formal assessment process.

2 Low- and-moderate-income borrowers are those who have incomes less than 80 per-
cent of the MSA median.  Similarly, low- and-moderate-income neighborhoods are
those where median income is less than 80 percent of the MSA median.

3 There are more complicated explanations, as well.  Independent mortgage compa-
nies not covered by CRA sell loans to Fannie Mae and Freddie Mac, which faced
new obligations during this period to purchase loans extended to CRA-eligible bor-
rowers and areas as well. Therefore it may be that the CRA had an impact on the
depositories, and affordable housing and the GSE goals had an impact on 
mortgage companies. 

4 However, these observations about CRA’s potential positive effects may in part have
reflected acquisitions of independent mortgage companies (with sizable LMI loan
originations) by banks and thrifts.  In addition, the authors did not control for the fact
that during the 1990s banks and thrifts were required to report on the activities of
affiliates even in areas where they did not have branch office, whereas they were
permitted not to report on these activities during the 1980s. Finally, the authors also
did not control for other possible influences on the changing mix of loans made by
CRA-regulated lenders, though they did use a time-series regression to try to control
for economic cycle effects.

5 CRA-covered institutions generally have the option of reporting their affiliate activ-
ities under HMDA under a single filing. In some cases they do so and other cases
they do not. Avery and his colleagues managed to create a robust file linking mort-
gage company affiliates to their bank or thrift parent, as well as information about
geographic lending patterns by obtaining data on branch office locations. The new
analysis presented here benefits from the Federal Reserve’s file linking affiliates to
their parent companies.

6 Belsky, Lambert, & von Hoffman, 2000.

7 Avery and his colleagues (1999) estimate that HMDAdata from 1993 to 1997 con-
tain about 80 to 87 percent of home purchase loans in metropolitan areas, which is
broadly consistent with Bunce and Scheessele’s (1996) finding that HMDA data
covers about 75 to 80 percent of GSE purchases in metropolitan areas.

8 Evanoff and Segal (1996) are the only authors to publish a study modeling a direct
measure of CRAlending performance. They hypothesize that one effect of increased
regulatory enforcement would be to increase the overall volume of lending, as
lenders, responding to CRAand related legislation, target and service borrowers that
they were previously passing over. They construct a series of models of the quar-
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terly change in mortgage originations as a function of economic variables and
dummy variables intended to capture any structural shifts in lending patterns occur-
ring after 1990 and subsequent years.  None of their year dummies suggest that sta-
tistically significant changes in lending patterns occurred after any of the cutoff
years they tested.  This study, however, did not have the advantage of the addition-
al years of data that we were able to use in the analysis report here.

9 Including the known acquired affiliates makes the modeling more difficult, since the
growth rate and origination shares would then reflect a “relabeling” of lending as
well as behavioral changes of existing institutions.

10 This is bias introduced by using too large or small a spatial unit of aggregation to
capture the process being modeled. Because mortgage markets are segmented by
neighborhoods at the metropolitan level, using metropolitan areas as the unit of
aggregation averages values of the variables in the model across variations in neigh-
borhood mortgage markets, potentially biasing estimates of model coefficients.

11 The 1,260 observations in the origination share dependent variable result from look-
ing at origination share over seven time periods (1993, 1994, 1995, 1996, 1997,
1998, and 1999) in a pooled cross section time series framework.  Theoretically,
there would be 306 observations for each of the seven time periods (1 for each MSA
for each year), resulting in 2,142 observations.  However, use of a potent housing
affordability measure in the models restricted the number of metropolitan areas to
180 and the observations to 1,260.

12 This stronger performance could either indicate an overall expansion of credit to low
and moderate income borrowers and neighborhoods or a diversion of originations
from non-CRAlenders.

13 In a methodological contribution on the modeling of credit flows across spatial units
(census tracts), Galster (1992) concludes that both linear and double-logarithmic
regression models are consistent with some “minimal theory” of geographic varia-
tions in homes-sales and lending processes. Following this guidance, the economet-
ric models presented here are linear. Hula (1992) also uses a linear model, though
his variable specifications are criticized by Galster (1992), who also critiques the
semi-log models of Shlay, Goldstein, & Bartelt (1992). Furthermore, it is important
to note that, while Galster additionally suggests standardizing by some measure of
the number of properties that could be bought with a mortgage when modeling vari-
ations in loan volumes, because the models presented here are of variations not in
levels but in the ratio of LMI loans to other loans and within-areas rates of increase,
they are not directly subject to this caution.  While it is important to control for vari-
ations in homeownership opportunities, these variations are controlled for by includ-
ing the metropolitan area homeownership rate as an independent variable, rather
than by dividing the dependent and several of the independent variables by the
potential number of for-sale homes as Galster suggests.

14 They do not find median household income to be a significant determinant of the
flow of what they call “low conventional loans” — conventional loans below the
conforming loan limits. Modeling at the tract level in Detroit, Perle, Lynch & Horner
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(1993) find median income significant in a variety of models where the dependent
variable, lending volume, is specified as the total for the tract and as the log of 
the total.

15 Because there is reason to believe that the influence of race might be different from
ethnicity, Black and Hispanic shares of home purchase loan originations were
entered separately into the model.

16 The complex relationships between the primary and secondary markets, and the dif-
ficulty making causal attributions about them is underscored by a recent study by
Hueson, Passmore and Sparks (2000) on mortgage interest rates.  While some have
argued that higher levels of securitization decreases the mortgage interest rate,
Hueson, Passmore, and Sparks argue the reverse, that lower mortgage rates drive
higher levels of securitization.

References

Ahlbrandt, Jr., R.S. 1977 Exploratory Research on the Redlining
Phenomenon.  AREUEA J. 5: 473-81.

Avery, R.B. & T.M. Buynak.  1981.  Mortgage Redlining: Some New
Evidence.  Economic Review. Federal Reserve Bank of Cleveland
(Summer), 18-32.

Avery, Robert B., Raphael W. Bostic, Paul S. Calem and Glenn B.
Canner, “Trends in Home Purchase Lending: Consolidation and the
Community Reinvestment Act,” Federal Reserve Bulletin , 85: 81-102
February, 1999. 

Belsky, E., N. Retsinas, R. Litan, G. Fauth, P.Leonard, M. Kennedy.
2001.  The Community RETreasury.

Belsky, E., Matthew Lambert, Alexander von Hoffman, Insights Into
the Practice of Community Reinvestment Act Lending: A Synthesis of
CRA Discussion Group,  Community Reinvestment Act Working Paper
Series CRA00-1, Joint Center for Housing Studies, Harvard University,
Cambridge, August, 2000.  

Bradbury, K.L, K.E. Case & C.R. Dunham.  1989.  Geographic Patterns
of Mortgage Lending in Boston, 1982-1987.  New England Economic
Review (Sep/Oct): 3-30.



299

Bunce, Harold L., and Randall M. Scheessele, “The GSE’s Funding 
of A ffordable Loans,” Housing Finance Working Paper Series 
No. HF-001, U.S. Department of Housing and Urban Development,
December, 1996.  

Canner, Glenn B., and Dolores S. Smith. 1991. “Home Mortgage
Disclosure Act: Expanded Data on Residential Lending.” Federal
Reserve Bulletin 77: 859-81.

Evanoff, Douglas D. and Lewis M. Segal. 1996. “CRA and Fair
Lending Regulations: Resulting Trends in Mortgage Lending.” Federal
Reserve Bank of Chicago Economic Perspectives 20(6):19-46.

Galster, George C., “Research on Discrimination in Housing and
Mortgage Markets: Assessment and Future Direction,” Housing Policy
Debate 3(2): 639-83, 1992. 

Holmes, A. & P. Horvitz. 1994.  Mortgage Redlining : Race, Risk, &
Demand. J. of Finance 49: 81-99.

Hula, Richard C. 1991. “Neighborhood Development and Local Credit
Markets.” Urban Affairs Quarterly 27(2): 249-67.

Hutchinson, P.M., J.R. Ostas, & J.D. Reed.  1977.  A Survey &
Comparison of Redlining Influences in Urban Mortgage Lending
Markets.  AREUEA Journal 5: 463-72.

Megbolugbe, I.M. & M. Cho.  1993.  An Empirical Analysis of
Metropolitan Housing & Mortgage Markets. J. of Housing Research
4(2): 191-224.

Perle, E.D., K. Lynch, & J. Horner. 1993.  Model Specification & Local
Mortgage Market Behavior. J. of Housing Research 4(2): 225-43.

Pogge, Jean. 1992. Reinvestment in Chicago Neighborhoods: A
Twenty-Year Struggle. In Gregory D. Squires, ed. From Redlining to
R e i nve s t m e n t : C o m munity Responses to Urban Disinve s t m e n t.
Philadelphia: Temple University Press.

Eric S. Belsky, Michael Schill, and Anthony Yezer



300 The Effect of the Community Reinvestment Act on Bank 
and Thrift Home Purchase Mortgage Lending

Schwartz, Alex. 1998. “Bank Lending to Minority and Low-Income
Households and Neighborhoods: Do Community Reinvestment
Agreements Make a Difference?” Jo u rnal of Urban A ffa i rs
20(3):269-301.

Shlay, Anne B. 1989. “Financing Community: Methods for Assessing
Residential Credit Disparities, Market Barriers, and Institutional
Reinvestment Performance in the Metropolis.” Journal of Urban
Affairs.  11: 210-23. 

Shlay, Anne B. 1988. “Not in That Neighborhood: The Effects of
Population and Housing on the Distribution of Mortgage Finance with-
in the Chicago SMSA.” Social Science Research 17:137-163.

Shlay, Anne B., I Goldstein, and D. Bartlett, “Racial Barriers to Credit:
Comment on Hula.” Urban Affairs Quarterly 28(1): 126-40, 1992.



301

AS S E S S I N G T H E IM PA C T O F T H E C R A
O N BA N K I N G IN S T I T U T I O N S
Robert B. Avery
Raphael W. Bostic
Glenn B. Canner
Board of Governors of the Federal Reserve System

The Community Reinvestment Act (CRA) was enacted in 1977 to
encourage federally insured commercial banks and savings associa-
tions (banking institutions) to help meet the credit needs of their local
communities, including lower-income areas, in a manner consistent
with their safe and sound operation.  The legislative history indicates
that CRA arose out of concerns that banking institutions were accept-
ing deposits from households and businesses in those areas while lend-
ing elsewhere and overlooking qualified loan applicants from the 
local community.

There are two polar views about how CRA may affect banking insti-
tutions.  In one view, lending markets are perfectly competitive and
operate with full information.  Under this view, if CRA has an effect, it
is to force banking institutions to extend loans to borrowers at prices
not commensurate with the risks they pose, an activity that would result
in the banks incurring losses.  A second view holds that lending mar-
kets are either not perfectly competitive or have informational imper-
fections.  Under this view, CRA helps to alleviate credit rationing and
results in the extension of loans to creditworthy borrowers that had 
not previously had access to credit, an activity that does not result 
in losses.

In the analysis that follows, we search for evidence to support
either of these views of how CRA affects the market.  Using data from

The views expressed are those of the authors and do not necessarily represent those of the
Board of Governors of the Federal Reserve System or its staff. The authors would like to thank
Pat Dykes, Debbie Prespare, Nicole Price, Melissa Mugharbel, Jennifer Attrep, Paul Calem,
Sandra Braunstein, and Glenn Loney for their comments and assistance.

Contact information: (1) Avery: 202-452-2906, ravery@frb.gov, (2) Bostic: 202-452-
2711,rbostic@frb.gov, (3) Canner: 202-452-2910,gcanner@frb.gov.



302

a recently conducted survey of the performance and profitability of
CRA-related lending activities, we first determine whether banking
institutions are engaged in marginal lending activities, here defined as
loans extended solely as a consequence of CRA.  We next determine
whether there is evidence that banking institutions have experienced
losses associated with these activities.  We then determine whether
there is evidence that banking institutions experienced gains on these
marginal activities.  In conducting this exercise, we consider each view
and determine the extent to which there is support of that view versus
an alternative, including no response to CRA or the other perspective.

Background on CRA

CRA calls upon the federal banking supervisory agencies to use their
authority to encourage each banking institution to help meet local cred-
it needs in a manner consistent with safe and sound operation by: (1)
assessing the institution's record of meeting the credit needs of its entire
community, including low- and moderate-income neighborhoods; and
(2) considering the institution's CRA performance when assessing an
application for a charter, deposit insurance, a change in branching, or a
merger or acquisition.1

Implementation and enforcement of CRA has evolved through a
series of regulatory and legislative actions.  Most significantly, the
banking agencies issued joint regulations in April 1995 to revise the
CRA evaluation process and make it more objective and performance-
oriented.  The 1995 regulations provide distinct performance evaluation
tests for three categories of banking institutions — large retail, small
retail, and wholesale or limited-purpose institutions.  To promote con-
sistency of assessments, the statute and implementing regulations
establish a uniform set of ratings criteria and four ratings categories:
“Outstanding,” “Satisfactory,” “Needs to Improve,” and “Substantial
Noncompliance.”

For large retail banking institutions, the regulations establish three
performance tests — lending, investment, and service. The discussion
focuses on the regulations for large retail institutions, as the analysis
focuses only on such institutions.  Under this scheme, lending is more
heavily weighted than investments or services, so that an institution
may not receive a “Satisfactory” or “Outstanding” rating unless it is
rated at least “Satisfactory” on lending.  The regulations do not estab-
lish specific lending, investment, or service thresholds for obtaining a
particular CRA performance rating.  The lending test involves the

Assessing the Impact of the CRA on Banking Institutions
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measurement of CRA-related lending activity for a variety of loan
types, including home mortgage, small business and small farm, and
community development loans.2

The Economics Underlying the CRA Debate

The current debate about CRA centers on whether the market would
serve all creditworthy borrowers absent CRA, which is essentially a
debate about whether lending markets are perfectly competitive and
involve full information.  Consider a very simple market with a single
loan product and many interchangeable lenders, each with the same
cost structure.  If the market is perfectly competitive and all informa-
tion is known, then all lenders are price takers and the equilibrium is
such that the price of each loan equals the marginal cost associated with
extending the loan.  This is an unconstrained, full information equilib-
rium.  In this market, every creditworthy borrower gets a loan from the
lender that can best provide the loan.

A second possibility is that the market does not operate at the
unconstrained full-information equilibrium, in which case some credit-
worthy borrowers might not receive credit.  This could theoretically
arise for a number of reasons.  For example, the market may not be per-
fectly competitive.  That is, some firms in the market could have mar-
ket power and be price setters, perhaps due to regulatory restrictions or
other barriers to entry. Alternatively, the market might not feature full
information.  In this regard, lenders could lack important information
on the credit quality of borrowers or could find obtaining information
for borrowers from certain groups or areas particularly costly.  Previous
research has shown that either condition can lead to credit rationing, in
which borrowers who would be viewed as creditworthy in a full-infor-
mation environment do not receive credit.3 Essentially, the information
imperfection results in a marginal cost curve for the lender that is high-
er than in a full-information environment.  Finally, discrimination may
also lead to an equilibrium in which creditworthy borrowers do not
receive credit.

Critics of CRA argue that lending markets are essentially perfectly
competitive with full information.  In this view, CRA forces banks to
extend additional loans for which the marginal cost associated with
these loans exceeds the prevailing market price.  Alternatively, propo-
nents of CRA allege that the market is more accurately described in
non-perfectly competitive terms.  In both the market power and market
imperfection cases, some creditworthy borrowers do not receive credit;
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the market has some credit-rationing.  In this view, CRA induces an
increase in lending that moves the market closer to the competitive,
full-information equilibrium.

It should be noted that both of these perspectives implicitly assume
that all institutions take some action in response to CRA.  This need not
be the case, however, as some institutions might not find it necessary to
respond to CRA.  These institutions may find it possible to meet CRA
objectives through their normal course of business or may choose to not
be concerned about the consequences of a poor CRA performance rat-
ing.  Moreover, for those institutions that do take some action in
response to CRA, the degree of action may vary according to their par-
ticular situation.

In the analysis that follows, we search for evidence to support these
contrasting views of how CRA affects the market.  In conducting this
exercise, we consider each view and determine the extent to which
there is support of that view versus any alternative, including no
response to CRA or the other perspective.

Data

The data used for the empirical analysis are drawn from the “Survey of
the Performance and Profitability of CRA-Related Lending” recently
conducted by the Federal Reserve Board.4 The survey focused on the
largest banking institutions and had two parts.  Part A focused on an
institution’s total lending and its CRA-related lending in the four major
loan product areas in which CRA lending activity is tracked: one-to
four-family home purchase and refinance lending, one-to-four-family
home improvement lending, small business lending, and community
development lending.  Respondents were asked to provide qualitative
and quantitative profitability information for both overall and CRA-
related lending (as appropriate) within each of the product categories
along with various contextual data.  

Part B gathered extensive information on the experiences lenders
had in 1999 with their CRA special lending programs.5 Because spe-
cial lending programs may have been established for many reasons, the
survey asked respondents to provide information on the full range of
reasons these programs were developed and the benefits they currently
receive from them.  The survey also collected information on many
other aspects of each program, including its loan volume, the type of
loans it involved, the populations it was intended to serve, the role of
any third party involved in the program, program features offered by
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the participating institutions, and information on the performance and
profitability of the loans extended under the program.

Of the 500 institutions asked to participate in the voluntary survey,
143 institutions provided responses (Table 1, top panel).  Respondent
institutions accounted for about one-half of the assets of all U.S. bank-
ing institutions as of the end of 1999, and between 39 percent and 53
percent of all CRA-related lending for a given product in that year (bot-
tom panel).  The 143 respondents offered or participated in 622 CRA
special lending programs in 1999 (Table 2).  About 72 percent of the
responding institutions offered at least one CRA special lending pro-
gram; on average the institutions with programs offered about six pro-
grams.  Because the survey sought detailed information on only the five
largest of a banking institution’s CRA special lending programs (meas-
ured by lending dollar volume in 1999), detailed information was
obtained for only 341 programs.6

Identification of Marginal Loans

Because the theories underlying the debate about CRA highlight the
marginal activities of banking institutions, the ideal test would identify
those loans (if any) extended as a result of CRA(that is, marginal loans)
and then observe their profitability. A finding that these loans were
unprofitable would support those who argue that lending markets are
perfectly competitive with full information; a finding of profitability
(or not losing money) would support those that argue that such markets
are not.

The survey did not ask institutions to explicitly identify those loans
made as a result of CRA.  Thus, although the survey provides a wealth
of information about the profitability of CRA-related lending and CRA
special lending programs, no single survey response can be used to con-
duct this ideal test.  However, the survey does offer profitability infor-
mation for a number of potential proxies for the loans made in response
to CRA.  Conditioned on certain assumptions being true, these indirect
proxies may provide a reasonable estimate of the profitability of the
“true” marginal CRA loans extended by a banking institution and thus
provide a reasonable approximation of the ideal test.  

There are a number of possible ways to identify marginal loans.  In
the presentation here, we restrict discussion to a broad and narrow def-
inition of marginal lending activity. The broad definition categorizes
marginal loans as all CRA-related loans originated or purchased and all
loans extended under a CRAspecial lending program in any of the four
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loan product areas covered in the survey (referred to here as “All
Proxies”).  The narrow definition of marginal lending includes only
loans extended under CRA special lending programs established or
needed to achieve a “Satisfactory" CRA performance evaluation
(“SAT” programs).  This narrower category is more closely aligned
with the notion of what is needed to meet the minimum CRA require-
ments.  Any program established in part to obtain a “Satisfactory” rat-
ing was included in this group, regardless of whether other reasons
were cited.  

The weakness of using the broad definition is that many CRA-relat-
ed loans likely would have been made even if the law did not exist and
thus are not truly marginal.7 The weakness of using the narrow defini-
tion is that it may exclude marginal loans that banking institutions may
have extended that are not under any special program. 

The analysis was conducted by choosing a particular definition of
marginal lending, and then classifying institutions according to whether
they extended marginal loans under this definition.  Institutions were
classified for each individual product and then at a composite level,
which assesses whether the institution extended marginal loans in any
product category.  Once institutions were classified in this manner, we
examined the experiences of the institutions regarding the profitability
of their marginal lending and used this experience as a basis for esti-
mating the percentage of the 500 sampled institutions that experienced
losses or gains (defined below) in their marginal lending activities.
Those institutions that extended no marginal loans were deemed to
have neither losses nor gains.  This process was done separately for
each definition of marginal lending activity.

The survey collected detailed qualitative information on the prof-
itability of lending activities, and this formed the basis of our assess-
ment of the losses and gains associated with an institution’s marginal
lending activities.  Banking institutions were asked if each individual
CRA special program was “profitable,” “marginally profitable,” “break
even,” “marginally unprofitable,” or “unprofitable.” 8 The profitability
distribution for overall CRA-related lending and CRA special lending
programs for survey respondents is given in Table 3.  An institution was
considered to have experienced losses if any of its marginal lending
activities (in a particular product area) were reported to be marginally
unprofitable or unprofitable.9 Similarly, an institution was considered
to have experienced gains if any of its marginal lending activities were
reported to be at least break even.
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Importantly, the evaluations of losses and gains were conducted
separately. Thus, a single institution could have some marginal activi-
ties that experienced losses and others that did not.  This could even
occur within a single loan product area.

Results of the Analysis

Using the broad definition of marginal lending, our estimates suggest
that 35 percent of the institutions sampled experienced at least some
loss associated with their marginal lending (Table 4, top panel).  This is
largely driven by the experiences banking institutions had in home
mortgage lending, particularly in their home purchase and refinance
lending activities.  Few institutions (about 5 percent) reported a loss
associated with their marginal small business and community develop-
ment lending as defined here.

When marginal lending activities are narrowly defined as loans
extended under SAT programs, the estimate of the proportion of insti-
tutions that are classified as having experienced at least some loss asso-
ciated with their marginal lending activity is greatly reduced.  Overall,
13.6 percent of institutions are estimated to have experienced a 
loss under this narrow definition.  Again, most of the losses occur in
m a rginal lending activity associated with home purchase and 
refinance lending.

We estimate that the 35 percent of the largest retail banking institu-
tions judged to have some loss associated with their marginal lending
activity using the broad definition would, on average, have had an
annual loss of $865,000.  Most of this loss (96 percent) is estimated to
stem from home purchase and refinance lending.  When expressed as a
share of its overall equity, this implies a reduction in their overall bank
return on equity of only .05 percent.  The typical large retail bank in
1999 had a return on equity of 27 percent. 

One reason this estimate of loss is small is that the loan dollar vol-
umes for those marginal lending activities that had losses tended to be
relatively minor.  Many CRA special lending programs had only small
losses.  In addition, those institutions that reported losses on their over-
all CRA-related lending activities tended to have only a relatively small
portion of their assets in CRA-related lending.

The bottom panel of Table 4 shows the proportion of institutions
estimated to have had marginal lending activities that did not experi-
ence a loss.  When marginal lending activities are broadly defined, vir-
tually every institution (99 percent) is projected to have some marginal
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lending activities that were break even or better. This finding is not
altogether unexpected, given that nearly all institutions reported that
their small business and community development lending activities
were profitable.  However, even for home purchase and refinance 
lending, which was the loan product category responsible for most of
the losses associated with marginal lending, 81.7 percent of 
institutions reported having some marginal lending activity that did not
incur losses.

Using the narrow “SAT program” definition of marginal lending
activities reduces the proportion of institutions projected to have had
marginal lending activities that did not incur losses.  Under this defini-
tion of marginal lending, 55.3 percent of the institutions would have
had some marginal lending activity that was profitable.

In assessing the significance of these estimates, an important met-
ric for assessing the “winners” (institutions that engaged in marginal
lending activities that did not incur losses) is loan quantity.  Recall that
the view of CRA that asserts that CRA expands profitable lending
opportunities focuses on greater volumes of lending as opposed to
greater returns from lending.  Thus, the assessment of the significance
of marginal lending that did not incur losses focuses on the volume of
such lending as a more appropriate measure of the significance of 
these activities.  

Starting with the narrow SAT program definition of marginal lend-
ing activities, the data show that the 55.3 percent of institutions in the
sample that reported that at least some of its marginal lending activities
did not incur a loss extended loans totaling nearly $6.5 billion through
those non-losing activities in 1999.  Much of this lending occurred as
community development lending, although a significant fraction was
also home purchase and refinance lending.  With the broad definition of
marginal lending, the dollar volume of lending associated with non-los-
ing marginal activities expands to $124 billion.  As a point of contrast,
the loan volumes of marginal activities that incurred losses were $0.8
billion using the narrow definition of marginal lending activities and
$13.6 billion using the broad “All Proxies” definition of marginal 
lending activity.

Between the broad “All Proxies” and narrow “SAT program” defi-
nitions of marginal lending there are many alternatives, each with a dif-
ferent set of operating assumptions.  The full paper provides some fla-
vor of this by presenting results using a variety of definitions of mar-
ginal lending activities.10 Estimates using these alternate definitions
generally fall between those presented in Table 3.
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We also conducted additional tests, using the framework estab-
lished above and economic theory to test predictions as to which insti-
tutions should have incurred losses.  Economic theory suggests that, all
else equal, large institutions or those with large market shares should be
less likely to show losses as a consequence of CRA.  Similarly, institu-
tions actively engaged in mergers and acquisitions or those seeking an
“Outstanding” CRA performance rating might be expected to be more
likely to show losses.   We test these conjectures using the implied cat-
egorization of institutions as “winners” or “losers” (institutions that
engaged in marginal lending activities that incurred losses) under our
various definitions of marginal lending.  We find very little support for
any of these conjectures.  Merger activity and CRAperformance ratings
are unrelated to whether an institution is classified as a “loser” or not.
Institution size is important.  However, it is middle-sized and, to a less-
er extent, the largest institutions that seem most likely to be adversely
affected by CRA, not the smaller institutions predicted by the theory
(although no truly small institutions were included in the survey).

Summary

Assessments of CRAhave historically been hampered by an inability to
identify those loans extended exclusively as a consequence of the law
and by a lack of data on the performance and profitability of such loans.
The recent survey undertaken by the Federal Reserve on the perform-
ance and profitability of CRA-related lending provides a unique oppor-
tunity to overcome these difficulties.  Using survey responses, one can
assess the profitability of the various classifications of marginal lend-
ing activities and, in this way, potentially make an assessment of how
CRA affects the profitability of banking institutions.  

In this paper, we undertake this exercise.  Our results provide some
support for two polar views about how CRA may affect banking insti-
tutions.  In one view, lending markets are perfectly competitive and
operate with full information.  Under this view, if CRA has an effect, 
it is to force banking institutions to extend loans to borrowers at 
prices not commensurate with the risks they pose, an activity that
would result in the banks incurring losses.  A second view holds that
lending markets are either not perfectly competitive or have informa-
tional imperfections.  Under this view, CRA helps to alleviate credit
rationing and results in the extension of loans to creditworthy borrow-
ers that had not previously had access to credit, an activity that does not
result in losses.
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Our estimates suggest that a significant minority of institutions that
engaged in marginal lending activities experienced at least some loss
associated with those activities.  On the other hand, even large percent-
ages of institutions are estimated to have conducted marginal lending
activities that did not incur losses.  Importantly, even using narrow
proxy definitions, we never found a case in which either the number of
institutions that experienced at least some loss or the number that expe-
rienced at least some gain was zero.  This suggests that, at the very
least, there are institutions that operate in each of these environments.
Further, it suggests that a blanket characterization of an entire lending
market may not be appropriate.

Further, the results suggest that an evaluation of the overall effect
of CRAon a banking institution is complex.  For a given institution, the
extent of losses and non-losses associated with marginal lending activ-
ities often varied significantly across loan product areas and even with-
in a loan product area.  Thus, CRA might result in gains and losses for
an institution.  In general, the data show that home purchase and refi-
nancing lending was more likely to show losses than other product
areas.  On the other hand, community development lending, because it
is almost always profitable and contributed significantly to marginal
lending under all of our definitions of such lending, contributes dispro-
portionately to the share of institutions considered “winners.”

Pinpointing the specific shares of institutions that are “winners”
and “losers” is difficult, with the estimate highly dependent upon which
definition is used to identify marginal lending.  The estimate of the pro-
portion of institutions that are “losers” is particularly sensitive to the
inclusion of special lending programs that were established to give ben-
efits that go beyond meeting the minimal standard of the CRA – a
“Satisfactory” rating – in the definition of marginal lending.  This sen-
sitivity occurs not so much because such programs are more unprof-
itable than others, but because they account for a relatively large share
of the special lending programs.  

In considering these findings, there are a number of issues that may
bear on the results in significant ways.  The losses that an institution
experienced in its marginal lending activities might have been under-
stated for a number of reasons.  First, many of the lending activities that
we define as marginal, particularly CRA special lending programs,
often include the participation of third parties that may shield the bank-
ing institution from exposure to losses.  Second, as discussed above, the
framework for identifying marginal loans is imperfect, which could
lead to the inappropriate inclusion of profitable non-marginal loans.
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Third, institutions were asked to report information on their experi-
ences with lending in 1999, a year marked by strong economic growth
and relatively few credit problems.

Similarly, the gains associated with marginal lending may have
been understated for a number of reasons.  First, some programs report-
ed to be unprofitable might be relatively new and not have had an
opportunity to generate sufficient loan volumes to cover start-up costs.
Second, a small number of institutions that reported losses for their
marginal lending activities in a loan product area also reported losses
for their overall lending activity in that area, implying that these losses
are likely not due to CRA.  Third, because nearly all programs were
established for a multitude of reasons and very few were established
only for CRA-related reasons, it could be appropriate, depending on the
circumstance, to attribute the profits or losses associated with a pro-
gram to one of the other reasons and not to CRA.

It should be kept in mind that the survey focused only on large
retail banking institutions.  The experiences of smaller institutions,
which account for most of the institutions covered by CRA and about
half of the CRA-related lending, may differ substantially.

Finally, it bears emphasizing that the preceding analysis focuses on
the effect of CRA on individual banking institutions and not on mar-
kets.  The fact that an institution would not have undertaken marginal
lending without CRA does not necessarily mean such lending would
not have been undertaken by another institution absent the law.  Further,
our analysis does not provide a complete accounting of the effect of
CRA on banking institutions.  For example, it does not consider invest-
ment or service activities institutions undertake to meet their responsi-
bilities under the law.  Finally, even a complete enumeration of the
costs and benefits to banking institutions would not constitute a full
cost-benefit assessment of CRA, as it does not consider the benefits of
CRA-related activities to the local community.
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Table 2 
Banking Institutions and CRA Special Lending Programs Covered in Survey,
by Size of Institution, 1999

All
Reporting 950- 5,000- 30,000

Item Institutions 4,999 29,999 or More

Institutions
Number Responding to Survey1 143 72 44 27
Offering at Least One Program

Number 103 48 31 24
Percent 72 67 70 89

Number of Programs
Among the Five Largest 

At Each Institution2 341 138 116 87
Smaller than the Five Largest 

At Each Institution 281 31 139 111

Total Number 622 169 255 198

Mean Number Per Institution 
Offering at Least One Program 6.0        3.5      8.2        8.3      

Number of Programs Among the Five 
Largest at Each Institution, by Type of 
Loan Offered

One- to Four-Family Home 
Purchase and Refinance Only3 247 98 83 66
Small Business Only 27 17 4 6
Other 67 23 29 15

One- to Four-Family Home 
Home Improvement Only 17 7 6 4
Multi-Family Only 16 6 8 2
Consumer Only 5 1 3 1
Commercial Only 4 1 3 0
Other4 25 8 9 8

1 Excludes one institution (in the middle size category) that did not respond to the special lending
portion of the survey.

2 Institutions were asked for detailed information on only the five largest of their programs
(measured by dollar volume of 1999 originations).

3 Programs reported in this row and the remaining rows of this table are from among the 341
reported by all institutions to be among their 5 largest.

4 Programs identified as such by survey respondents and programs that offer more than one type
of loan.
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Table 3 
Profitability Distribution for Overall CRA-Related Lending and CRA Special 
Lending Programs
(Percent distribution of institutions or programs)

Home Comm. 
Home Purch. Improv. Sm. Bus. Devel.1

Overall CRA-Related Lending
Profitability Data Given 74.8 61.1 65.5 75.7

Profitable 46.5 65.2 83.3 54.8
Marginally Profitable 33.4 20.7 13.7 38.8
Break Even 4.0 5.0 1.5 3.6
Marginally Unprofitable 9.6 7.2 0.7 2.0
Unprofitable 6.6 1.9 0.7 1.3

Total 100.0 100.0 100.0 100.0

Missing Profitability 20.1 20.5 27.1 8.8
No Lending 5.0 18.4 7.5 15.5

Total 100.0 100.0 100.0 100.0

CRASpecial Lending Programs
SAT Only Programs

Profitability Data Given 65.2 100.0 100.0 61.2
Profitable 23.9 10.6 3.1 51.7
Marginally Profitable 32.0 44.0 12.9 40.3
Break Even 24.5 45.4 6.3 4.9
Marginally Unprofitable 9.2 0.0 51.8 3.2
Unprofitable 10.4 0.0 25.9 .0

Total 100.0 100.0 100.0 100.0

Missing Profitability 34.8 0.0 0.0 37.2

Total 100.0 100.0 100.0 100.0

Memo: Number of Programs 96 6 10 70

All Programs
Profitability Data Given 77.5 100.0 93.3 90.0

Profitable 28.9 4.9 55.7 54.8
Marginally Profitable 31.7 43.5 10.2 38.3
Break Even 13.5 44.2 2.5 3.6
Marginally Unprofitable 15.7 4.9 21.6 2.0
Unprofitable 10.2 2.5 10.2 1.3

Total 100.0 100.0 100.0 100.0

Missing Profitability 22.5 0.0 6.7 10.0

Total 100.0 100.0 100.0 100.0

Memo: Number of Programs 226 14 27 122

1 For community development lending, the breakdown on use of CRAspecial lending programs
includes all community development lending.
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Table 4 
Estimates of Institutions With Losses and Gains, by Product Area and Definition of 
Marginal Lending Activity 
(percent of 500 sampled institutions)

Marginal Lending Activity Definition 
Product Area All Proxies SAT Programs

Estimate of Losses
Composite (All Products) 35.0 13.6
Home Purchase 27.1 9.1
Home Improvement 7.6 0.0
Small Business 4.9 3.0
Community Development 5.5 4.5

Estimate of Gains
Composite (All Products) 99.0 55.3
Home Purchase 81.7 26.3
Home Improvement 74.3 4.0
Small Business 88.3 1.5
Community Development 79.0 45.4
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Notes
1 The federal banking supervisory agencies are the Board of Governors of the Federal

Reserve System, the Federal Deposit Insurance Corporation, the Office of the
Comptroller of the Currency, and the Office of Thrift Supervision.

2 For the survey and the current research, CRA-related lending refers to loans extend-
ed to low- and moderate-income borrowers (regardless of neighborhood income)
and to low- and moderate-income neighborhoods (regardless of borrower income)
in a banking institution’s CRA assessment area(s).  A low- and moderate-income
neighborhood (typically a census tract) is one where the median family income of
the neighborhood is less than 80 percent of the median family income for the met-
ropolitan statistical area (MSA).  Borrower income categories follow the same
groupings as those for neighborhoods but rely on the borrower's income relative to
that of the concurrently measured median family income of the MSA.  For small
business lending, the size of the firm, instead of the income of the borrower, is used
to define CRA-related lending.  All community development loans are considered
to be CRA-related lending.

3 For examples, see William C. Gruben, Jonathan A. Neuberger, and Ronald H.
Schmidt, “Imperfect Information and the Community Reinvestment Act,” Federal
Reserve Bank of San Francisco Economic Review, (Summer 1990), pp. 27- 46;
William W. Lang and Leonard I. Nakamura, “A Model of Redlining,” Journal of
Urban Economics, vol. 33 (1993), pp. 223-234; and Joseph E. Stiglitz and Andrew
Weiss, “Credit Rationing in Markets with Imperfect Information,” American
Economic Review, vol. 71, no. 3 (1981), pp. 393-410.

4 The survey was a response to Section 713 of the Gramm-Leach-Bliley Act of 1999
(P.L. No. 106-95).  For more information about the survey and its findings, see
the report prepared by the Board of Governors of the Federal Reserve System
and submitted to the Congress in July 2000.  The report and the survey ques-
tionnaire are available on the Federal Reserve Board’s web site at 
www.federalreserve.gov/boarddocs/surveys/CRAloansurvey.  For more detailed
information about the survey findings regarding CRA special lending programs in
particular, see Robert B. Avery, Raphael W. Bostic, and Glenn B. Canner, “CRA
Special Lending Programs” Federal Reserve Bulletin, vol. 86 (November 2000),
pp. 711-31.

5 A program would meet this definition only if one of the program’s documented pur-
poses was to enhance the institution’s CRAperformance.

6 The 341 programs are estimated to account for about 97 percent of the lending that
responding institutions extended under special lending programs in 1999.

7 The fact that a great number of loans are extended each year to lower-income bor-
rowers or in lower-income neighborhoods by lenders not covered by CRAsupports
the proposition that lenders covered by CRA would also extend many such loans
without the impetus of the law.  See, for example, Table 4, p. 92 in Robert B. Avery,
Raphael W. Bostic, Paul S. Calem, and Glenn B. Canner, “Trends in Home
Purchase Lending: Consolidation and the Community Reinvestment Act,” Federal
Reserve Bulletin, vol. 85 (February 1999) pp. 81-102.
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8 For the survey, respondents were asked to compute a profitability measure based on
“all revenues and costs associated with origination, servicing, pricing, delinquency,
default and losses, prepayment, loan sales and purchases, and related customer
account business.”  This characterization was intended to represent economic prof-
its, although the survey did not state this explicitly.

9 If an institution reported more than one special lending program in a given loan
product area that satisfied the definition of marginal lending, the institution was cat-
egorized as unprofitable in that product area if any such programs were reported to
be unprofitable.

10 In the full paper, we explore a number of other options in which we vary the defi-
nition of marginal lending.  For example, one definition includes all special pro-
grams that institutions reported that they believed were needed to obtain a
“Satisfactory” or “Outstanding” CRA performance rating or were established to
m i n i m i ze the likelihood of adverse public comment on their CRA record 
(“SOM” programs).

Preliminary Draft
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TH E IM PA C T O F BA N K
CO N S O L I D AT I O N O N CRA BU S I N E S S
LE N D I N G

Katherine A. Samolyk 
Federal Deposit Insurance Corporation

Christopher A. Richardson 
U.S. Department of Justice

Summary

The Community Reinvestment Act (CRA) of 1977 was intended to
encourage insured depository institutions to meet the credit needs of the
communities where they are chartered to accept deposits.  The primary
focus of CRA evaluations by bank regulatory agencies has traditional-
ly been on the provision of home mortgage credit, in part because of the
availability of data pursuant to the Home Mortgage Disclosure Act
(HMDA – 1975).  However, 1995 revisions to the CRA regulations re-
emphasized and clarified the treatment of lending to small businesses
and small farms.  One goal of these revisions was to make CRA evalu-
ations more reflective of actual outcomes rather than on bank lending
policies and procedures (Canner, 1999).  To this end, the revised CRA
regulations require an annual reporting of geographic data on small
business and farm lending by larger banking institutions (these data are
referred to as the CRA data).    

The 1995 CRA regulations raise important questions about how
commercial banks and savings institutions, — hereafter referred to as
“banks” — choose to serve their communities, particularly in light of the

* The views stated here are those of the authors and do not necessarily reflect those of the
Federal Deposit Insurance Corporation,the Department of Justice,or their staffs. The authors
would like to thank James Marino and John O'Keefe for their comments, Ross Dierdorff and
Brian Deitch for assistance with the CRA and Census databases, and Sarah Belanger for her
cheerful efforts in putting together many tables.
† Contact Information:Katherine Samolyk:202-898-3655,ksamolyk@fdic.gov; Christopher A.
Richardson:202-305-2959,christopher.richardson@usdoj.gov.
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ongoing trend towards bank consolidation.  Although concerns have
been raised that bank mergers adversely affect small business credit
availability, no one has specifically studied the types of small business
lending likely to qualify for the purposes of CRA evaluations — such as
loans to businesses in low- and moderate-income (LMI) neighbor-
hoods.  In this study, we use the relatively new CRA data to examine
how bank merger activity has affected CRA business lending.

Since 1996, independent banks with assets of at least $250 million
and bank affiliates of holding companies that control at least $1 billion
in assets have been required to report data on the number and the dol-
lar volume of small business and farm loans originated during the cal-
endar year.  By “small,” the CRA data refer to loans of less than $1 mil-
lion going to nonfarm businesses of any size ($500,000 for loans to
farms).   The data also include detail on the small loans extended to
“small” firms, referring to businesses having gross annual revenues of
less than $1 million.  The CRA loan data are aggregates classified by
the census tract location of the borrowing business or farm, and they
include separate figures for nonfarm businesses and farms and for three
size categories of small loans.  Finally, since 1998, each bank also
reports which census tracts are included in its service area for the pur-
poses of CRA evaluations (its assessment area).

Using these data, we examine how bank merger activity is related
to CRA business lending by the bank as a whole as well as how it affects
a bank’s lending in the particular markets where it operates bank
branches.  The latter approach allows us to test whether merger-relat-
ed effects differ for within-market versus out-of-market merger activity
and for rural versus urban markets.  The goal of this study is not to
assess the costs or benefits of CRA for any particular constituency.
Rather, our goal is to conduct a careful and rigorous analysis of the rel-
atively new CRA data to see whether bank merger activity has been sys-
tematically related to CRA business lending during the late 1990s.  
Our results indicate that banks experiencing merger activity — includ-
ing banks that did not merge themselves, but were part of holding com-
panies that acquired new banks — had systematically lower CRA busi-
ness loan growth than banks experiencing no merger activity. These
merger-related effects appear to be associated with a general decline in
small business lending, rather than a shift away from LMI areas or very
small businesses.  At the local level, the evidence suggests that merger-
related effects depend on how the merger activity affects the local mar-
ket.  For example, in Metropolitan Statistical Area (MSA) markets we
find that negative merger-related effects are larger when the merger
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activity is associated with an increase in the concentration of the local
banking market.  Here, we summarize this effort to quantify changes in
CRA business lending and relate these changes to bank merger activity
in multivariate statistical tests.

Background

A broad concern associated with the continuing bank consolidation
trend is that the merging of banks into larger, more complex organiza-
tions may adversely affect the provision of basic banking services to the
smaller customers that are more costly to serve.  Small business lend-
ing has been advanced as a banking product likely to be affected by
bank consolidation (Berger and Udell, 1996; Avery and Samolyk, 2000)
because, traditionally this type of lending has been local in nature, often
to firms with idiosyncratic credit needs and risks tied to the prospects
of the local economy.

Researchers have identified two basic channels by which bank con-
solidation may adversely affect small business lending.  First, there is
the notion that small banks have a comparative advantage in meeting
the less-standardized credit needs of small businesses, while large
banks have a comparative advantage in providing standardized credit
products such as home mortgages and credit cards.  Hence, as banks
grow to be larger, more complex organizations, they may shift away
from small business lending to more standardized loan products or
larger commercial customers.  In addition, reduced competition in local
markets is more likely to affect small business borrowers who have
fewer alternatives to local banks.  

The implications for CRA business lending follow from the gener-
al bank consolidation story in that the adverse consequences for small
business credit availability are more likely to affect the more marginal
small business customers — those that are the smallest or those having
more modest economic prospects.  Thus, a continuation of the bank
consolidation trend could reduce the extent to which banks satisfy CRA
regulations through their small business lending activities.  On the other
hand, because of CRA considerations, banks may be less likely to
reduce their focus on small business customers that “count” in terms of
CRA evaluations.1

Numerous studies have examined how mergers and acquisitions
affect a bank’s overall small business lending.2 Most of these studies
use bank-level small business loan data reported since 1993 in mid-year
Reports of Condition and Income.3 They compare lending by “merg-
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ing” banks to lending by “nonmerging” banks and test whether there
are systematic differences associated with merger activity. The results
of these studies depend on how changes in small business lending are
measured, the time period studied, and how bank merger activity is
defined.4 But the evidence broadly indicates negative merger-related
effects associated with mergers involving larger banks or more concen-
trated markets; while acquisitions by smaller or more active small busi-
ness lenders have been associated with more small business lending by
the surviving banks.  Prior to the fairly recent availability of the CRA
data, it has been difficult to assess the implications of bank consolida-
tion for CRA business lending, particularly lending to LMI neighbor-
hoods.  To our knowledge, no one yet used the CRA data to study this
specific issue.5

Empirical Overview

Our empirical strategy follows much of the bank consolidation litera-
ture in analyzing small business lending at the bank level.  We use mul-
tivariate regression analysis to test whether banks involved in mergers
and acquisitions have systematically different CRA business loan
growth than other institutions.   In the taxonomy developed by Berger
and Udell (1998), our study is “dynamic” in that we compare changes
in CRA business lending over time by merging banks to lending by
comparable institutions that were not involved in merger activity.
Although our empirical strategy seems straightforward, the nature of
the data collected and the inherent geographic dimension of the lending
being studied pose formidable issues in the execution of a study of 
this type.  

The most obvious limitation of the CRA data for any analysis of
small business lending patterns is that only a subset of banks must
report these data.6 It is difficult to study overall credit availability using
the CRA small business loan data because many small banks do not
report these data.7 The exemption of small banks from CRA-reporting
affects the samples of banks that we study here since we cannot include
banks for which we do not have complete CRA data for a given study
period.  Hence, our study samples exclude non CRA-reporting banks
and new CRA reporters — those who reported at the end of a given
study period but not at the beginning.  More importantly, to accurately
measure changes in CRA business lending by banks that have acquired
other banks, we also must exclude CRA-reporting banks that acquired
non CRA-reporting banks during a given study period. 
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Measuring CRA Business Lending

We study the growth of CRA business lending during two, two-year
study periods (comparing 1998 loan originations to 1996 loan origina-
tions and 1999 loan originations to 1997 originations, respectively).
We chose to use these two-year study intervals because we believe they
are long enough for the effects of merger activity on lending to mani-
fest themselves in the calendar-year CRA loan origination data.  Of
course, the relative newness of the CRA data limits the temporal scope
of our study, and although our study periods overlap, we feel it is
important to compare results for the two periods, particularly because
of data integrity questions associated with any new data set.  

We construct several measures of the types of small business lend-
ing (SBL) likely to count for the purposes of CRA evaluations.
Assessment Area SBL includes small loans (less than $1 million) to
businesses located in the markets where the bank operates branches.
Assessment Area LMI SBL includes small loans to businesses located in
LMI neighborhoods in markets where the bank operates branches.
And, CRA-Type SBL includes Assessment Area LMI SBL plus SBL to
small firms (gross annual revenues of less than $1 million) located in
non LMI parts of a bank’s deposit market.  The latter two measures
attempt to capture lending to the more “marginal” small business bor-
rowers that, according to the bank consolidation story, are more likely
to be adversely affected by merger activity.

We use the geographic detail in the CRA data and U.S. Census
Bureau data to quantify these types of CRAbusiness lending.8 We also
examine two broader measures of small business lending to more fully
interpret observed patterns in the CRA data:  1) a bank’s Total SBL,
both within and outside of its assessment area, and 2) a bank’s Total
LMI-area SBL (both within and outside of its assessment area).   We use
these measures to assess how observed changes in CRA business lend-
ing compare to changes in a bank’s overall small business lending. 

However, an issue important in any study of CRA business lending
is how one deals with changes in a bank’s assessment area over time in
measuring changes in CRA-related lending over time.  Banks change
their assessment areas as they change the geographic markets they
serve, and this can affect which of their small business loans “count”
for the purposes of CRA evaluations.  For example, if a bank expands
its branching network to areas where it already makes small business
loans, then there can be an increase in the bank’s “reported” assessment
area SBL simply because it has broadened its assessment area.  On the
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other hand, when a bank exits a market as a deposit-taker (as part of a
divestiture or otherwise), the bank may continue to make small busi-
ness loans to the area that will no longer count as CRA business lend-
ing if the market is dropped from its assessment area.  It is important to
point out that changes in a bank’s assessment area may be associated
with a bank merger, but nonmerging banks also change their geograph-
ic branching patterns over time. 

In this study, we consider two types of Assessment Area (AA) loan
growth measures. What we refer to as changes in “reported AA” lend-
ing simply compares what a bank (and any bank it acquires) reported as
assessment area lending at the beginning of the period with the assess-
ment area lending it reports two years later.9 Reported AAloan growth
measures do not attempt to net out changes in lending associated with
assessment area changes.  However, one might want to net out loan
growth associated with changes in a bank’s assessment area markets, so
as to study how merger activity affects lending to the markets served by
a bank (or its acquisitions) at the beginning of the period.  What we
refer to as changes in “proforma AA” lending measure loan growth in
the markets where a bank (or any bank that it subsequently acquired)
operated deposit-taking branches at the beginning of the period.

Classifying Bank Merger Activity

Another issue, one that must be addressed in any bank consolidation
study, is how to characterize bank merger activity. There are a range of
legal changes in bank structure that are associated with increasing con-
centration of banking-sector assets, including consolidations of holding
company affiliates, mergers of unaffiliated banks, and bank acquisi-
tions by holding companies that do not involve a merger into a holding
company affiliate.  The important consideration for credit availability is
simply that different types of mergers may have very different implica-
tions for the behavior of the surviving banks.  For example, consolida-
tions of holding company affiliates are sometimes thought to have little
effect on bank behavior since the parties were already part of the same
holding company.

In this study, we are examining CRA lending by individual banks,
even if they are part of a holding company, because CRA ratings are
assigned at the bank level.  However, we take a broad perspective in
defining bank merger activity. We consider merger activity at the bank
level; but for holding company (HC) affiliates, we also identify if the
parent HC is actively acquiring new banks, since broader structural

Katherine A. Samolyk and Christopher A. Richardson



326 The Impact of Bank Consolidation on CRA Business Lending

changes within a holding company may affect the behavior of affiliates,
even if they do not merge.  Hence our measure of any merger activity
includes the following six distinct “types” of merger activity:

1) Unaffiliated merger(s): The bank merges with at least one 
previously unaffiliated bank. 

2) A ffi l i ate merge r ( s ) / a c t ive HC: The bank acquires only 
previously affiliated banks, but it is part of a HC that acquires 
at least one unaffiliated bank. 

3) Affiliate merger(s)/inactive HC: The bank acquires only HC 
affiliates and the only merger activity within the parent HC 
involves the consolidation of affiliates.

4) No merger/but new HC: The bank does not merge with another
bank, but it is acquired by a new HC (the HC is therefore active 
by our definition). 

5) No merger/but HC is active: The bank is not involved in merger
activity, but it is part of a holding company that acquired at 
least one unaffiliated bank. 

6) Inactive: The bank is not involved in merger activity and its 
HC parent has not acquired any previously unaffiliated banks. 

For each study sample, we classify the merger activity of each surviv-
ing bank during a two-year interval (year-end 1996 through year-end
1998 and year-end 1997 through year-end 1999, respectively).  Inactive
banks serve as the base group that we compare with “active” banks.  
Table 1 reports the distributions of our bank-level study samples classi-
fied by the nature of their merger activity.  Below, we summarize the
results of multivariate regressions that relate CRAbusiness loan growth
to these types of bank merger activity.10 We ran all tests for study sam-
ples that included both savings institutions and commercial banks and
for study samples including only commercial banks.  All regressions
are estimated using Ordinary Least Squares (OLS).

Bank-Level Tests 

In the bank-level tests, we control for a bank’s characteristics and its
financial conditions at the beginning of the period being studied.  For
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banks that acquire others during the study period, control variables are
measured on a merger-adjusted basis where appropriate. 

The panels in Table 2 report merger-related loan growth differen-
tials measured for banks experiencing any type of merger activity. As
indicated in this table, we find some evidence that merger activity is
negatively associated with the growth of CRAbusiness lending.  At the
bank-level, merger-related effects appear to be associated with an over-
all decline in small business lending, rather than a shift away from the
types of lending likely to qualify for CRA purposes.  To more fully
understand the results for our broad definition of merger activity, we
also estimated merger-related differentials for the specific types of
merger activity.11 These tests indicate negative loan growth differen-
tials for merging banks as well as for banks that did not merge them-
selves but were part of holding companies involved in mergers.
Finally, as indicated in Table 2, we find that the relationships between
merger activity and CRA business lending for commercial banks are
broadly consistent with those evident for samples that include both sav-
ings institutions and commercial banks.  

We do advise caution, however, in focusing on the precise magni-
tude of estimated merger-related growth differentials.  The manner in
which one deals with extreme values of observed loan growth rates can
affect the averages measured for different groups and hence the differ-
entials across groups. 

By-Bank/By-Market Tests

Bank-level tests may obscure differences in CRA business lending that
are associated with the characteristics of, and conditions in, the partic-
ular markets where a bank operates.  Here we summarize multivariate
tests that examine how bank merger activity is related to CRA business
loan growth in the particular markets that comprised a bank’s assess-
ment area at the beginning of the period.12 These tests allow us to con-
trol for the characteristics of, and the conditions in, local markets where
a bank operates (as well as the bank’s characteristics and its condition)
in measuring merger-related effects.  The by-bank/by-market tests also
allow us to study whether the effects of merger activity depend on
whether it affects the concentration of the local banking market — that
is, whether the merger activity is occurring within a given market ver-
sus whether it is out-of-market activity.13

For these tests, we constructed measures of CRA business lending
for a given bank in each of its proforma AA markets, defined at the
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beginning of a given study period.  We use MSAs and rural counties to
approximate urban and rural banking markets, respectively.  Because
related research suggests that merger-related effects can differ for urban
and rural markets, we also split our by-bank/by-market samples into
urban and rural subsamples.  In testing for merger-related effects, we
use the same bank-level merger classifications as in the bank-level
tests.  However, for each of the by-bank/by-market observations, we
also classify a bank’s merger activity by whether it increases the con-
centration of that particular banking market (within-market merger
activity).  Table 3 reports the distribution of our by-bank/by-market
samples across these classifications of merger activity.

The panels in Table 4 report the coefficients measuring the average
loan growth differentials associated with any type of merger activity,
classified by whether it is within-market versus out-of-market merger
activity. As this table indicates, we find evidence that banks experi-
encing merger activity had significantly lower CRA business loan
growth in the markets where they (or their acquisitions) operated
branches at the beginning of the period.  We also find that merger-relat-
ed effects depend on how the merger affects the concentration of the
local banking market.  In MSAs, we find significantly larger differen-
tials associated with within-market merger activity than with out-of-
market activity. Again, as Table 4 suggests, our results for commercial
banks are broadly comparable to those obtained for all institutions.   

Conclusion

To our knowledge, this paper is the first to use CRA data to explicitly
examine how bank consolidation was related to CRA business lending
during the late 1990s.  As we discuss, the limited reporting of these data
complicated this examination and represents an important caveat in
interpreting the evidence presented here.  Nonetheless, our bank-level
multivariate tests yield some evidence that banks experiencing merger
activity — including banks, not directly involved in a merger or an
acquisition that are part of an active holding company — had systemati-
cally lower CRA-related loan growth than inactive banks.  These merg-
er-related effects, however, appear to be associated with an overall
decline in small business lending, rather than a shift away from lending
to LMI areas or very small businesses within a bank’s service area.  The
evidence yielded by examining specific banking markets suggests that
bank-level analyses can obscure merger-related effects associated with
how merger activity affects the concentration of the local marketplace.
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We do, however, advise caution in extrapolating the evidence pre-
sented in this study of CRA-filing institutions to all banks.  In using the
CRA data to study the effects of bank merger activity, we had to drop
institutions from our study samples if they merged with non-CRA
reporters (or if they themselves were not a CRA-reporter at the begin-
ning of a given study period).  Because non-CRA reporters are smaller
banks, our study samples are not representative of all banks or all bank
mergers.  Since we had to exclude any bank that acquired a small non
CRA reporter, our results are less likely to characterize affects associ-
ated with mergers involving small banks.  

Finally, this study does not imply that banks ignore, or take more
lightly, CRA obligations in their post-merger environments.  The next
step in this research project is to examine whether the merger-related
effects reported here may reflect a shift in CRA-related lending from
business lending to home mortgage lending.  Such a shift would be
consistent with conjectures regarding bank scale and bank product mix. 
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Notes
1 In both of these scenarios, there is also the potential for merging banks to shift the

composition of CRA business lending from borrowers in LMI neighborhoods to
small businesses in higher-income parts of their assessment area.

2 For discussions of these studies, as well as related research about small business
financing issues, see Berger, Demsetz, and Strahan (1999), Berger and Udell (1998),
and Samolyk (1997).

3 Since 1993, commercial banks and savings institutions have been required to report
mid-year data on the number and outstanding balances of their small loans to busi-
nesses and farms (on the June Reports of Condition and Income).  These bank-level
data do not include information about the location of the borrowers, but they do
break down lending into loan size categories that are comparable to those reported
in the CRA data on calendar-year loan originations.  Small nonfarm business loans
include loans of less than $1 million and small farm loans include loans of less 
than $500,000.

4 Bank-level small business lending studies have tended to examine changes in small
business lending as a proportion of total bank assets (or total commercial loans).
Studies of credit availability at the market level have tended to examine changes in
the amount of small business lending (or loan growth rates).  Examples include Peek
and Rosengren (1998), Strahan and Weston (1998), Berger, Saunders, Scalise, and
Udell (1998), and Avery and Samolyk (2000).  

5 Canner (1999) examines the relationship between bank CRAnonfarm business lend-
ing patterns and neighborhood characteristics using data from the 1990 Census of
Population and Housing on tract-level income and racial/ethnic composition and
Dun & Bradstreet data on the geographic distribution of large and small businesses.
It does not, however, investigate how factors, such as bank mergers, are related to
changes in CRA business lending patterns over time.  CRA business loan data has
also been used to study the competitiveness of local banking markets and the impor-
tance of out-of-market lenders (see, for example, Cyrnak, 1998).  But these studies
generally do not explicitly test conjectures about the effects of mergers; nor do
they focus on the types of business lending likely to count for the purpose of 
CRAevaluations.

6 Studies of small business credit availability generally face this problem, as bank reg-
ulatory agencies do not collect information from nonbank sources of small business
financing, such as finance companies.

7 At the broader market level, bank deposit data have been used to estimate local small
business lending by small banks that do not report the CRA data (see for example
Cyrnak, 1998).  These estimates have been used to analyze the competitive structure
of local markets and how proposed bank mergers and acquisitions would affect mar-
ket concentration.  However, changes in the CRAreporting status of banks over time
make it difficult to use these estimates to study changes in geographic lending pat-
terns over time.  When a nonreporting bank becomes a CRA reporter (through a
merger, acquisition, or internal growth), it is difficult, if not impossible, to separate
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out true changes in its local lending from changes due solely to the change in its
CRAreporting status.  Aside from problems posed by changes in the CRAreporting
population, it is also unlikely that a bank’s deposit-taking patterns are a good proxy
for its lending activities at the submarket level.  Deposit-based small business loan
estimates of CRAlending would assume that a bank lends only to businesses in the
same census tracts or zip codes where it operates branches.

8 Banks were not required to include information about their assessment areas in their
CRA filings for 1996 and 1997.  Hence, to measure CRA business lending, we
approximate bank assessment areas using geographic Summary of Deposit (SOD)
data on bank branch locations (and local deposits) reported by banks each year.
Although banks were required to report their assessment areas after 1997, we must
use our method of approximating bank assessment areas for the entire study period
so that we are measuring CRAbusiness lending consistently for a given sample peri-
od.  We did validate the accuracy of using branching patterns to approximate bank
assessment areas and found that the median share of a bank’s small business lending
accurately classified by this method is more than 95 percent.  Nonetheless we still
chose to exclude banks for which the bank branching data do not classify at least 70
percent of the bank’s loans correctly (as either in-assessment area or out-of-assess-
ment area loans). 

9 Changes in “reported AA” loan growth measures include:  1) changes in AAlending
to assessment area markets that remain in a bank’s assessment area; 2) increases in
AA lending associated with the addition of new assessment area markets and 3)
decreases in AAlending as existing assessment area markets are dropped.

10 Here we discuss results for loan growth rates measured in dollars, however, we also
analyzed comparable growth measures using the number of loan originations.  For
measures of CRA business lending, we compared results for “reported” CRA busi-
ness loan growth with results for growth rates of CRA business lending within a
bank’s proforma assessment area.  These comparisons will be summarized more
fully in a forthcoming FDIC working paper.

11 We estimated specifications that included a dummy variable for each of the five
types of merger activity. The “types” of merger activity, described in Table 1, are
defined to be mutually exclusive, so a single type can classify the merger activity
experienced by a given bank. 

12 As Cyrnak (1998) discusses, most bank SBLis within-market, that is, banks tend to
lend to borrowers in the markets where they operate their branches. 

13 We classify merger activity as being within-market if it is associated with an increase
in the banking organization’s (referring to a holding company or an independent
bank) share of the local deposit market as measured using Summary of Deposit data.
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CO M M U N I T Y OR G A N I Z AT I O N A N D
CO M M U N I T Y RE I N V E S T M E N T AC T
LE N D I N G I N WA S H I N G T O N, D.C.
Thomas T. Holyoke
The George Washington University

This study looks for evidence of a Community Reinvestment Act (CRA)-
induced effect in bank mort gage and small business lending in
Washington, D.C.  Previous research on bank lending patterns has
emphasized economic explanations, such as income levels, property
values, and loan-to-value (LTV) ratios.  The Community Reinvestment
Act, however, permits political influences to impact bank lending.  By
emphasizing bank partnerships with community-based organizations,
and providing an opportunity for local activists to lay claims of dis-
crimination against a bank during its application for a merger or
acquisition, CRA has provided an incentive for banks to lend in those
poor, minority communities that are better able to organize themselves
for political action.  Drawing on mortgage and small business lending
data in the District of Columbia for 1998, I develop and test variables
measuring the influence of community-based nonprofit organizations
and community activism on bank lending.  I find evidence in support of
the influence of community orga n i z ations but not of commu n i t y
activism.  I conclude that, to an extent, there is a recognizable CRA
effect on bank lending. This means that it is important to carefully con-
sider how changes in CRA by the Gramm-Leach-Bliley Act, and other
major banking reform bills, will impact access to credit for poor and
minority communities across the nation.

Enactment of the Gramm-Leach-Bliley Act (GLB) in 1999 was
widely considered as a watershed event in the history of national bank-
ing policy across a number of different dimensions.  After decades of 
chipping away at legal constraints, banks, insurance companies, and
investment firms now have the green light to freely enter each other’s

The author would like to thank Jeff Henig, Tom Schlesinger, and Greg Squires for their 
comments on this research.
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lines of business through the acquisition of existing companies or the de
novo establishment of subsidiaries.  Although financial modernization
promises new opportunities for this collective financial industry, critics 
fear it may also result in raising new barriers to credit access by
minorities and residents of poor, inner-city neighborhoods.  Interest
groups advocating for a stronger CRA argued that Gramm-Leach-
Bliley actually guts CRA by allowing banks to move significant portions
of assets out of the bank and into subsidiaries not covered by the law.
Proponents countered that the new law in no way hamstrings CRA and
that, in fact, it enhances it by applying a new compliance test that finan-
cial firms must pass in order to convert to the new, multipurpose finan-
cial holding companies.  They further point out that CRA’s require-
ments on depository institutions have not been touched, and the oppor-
tunities open to recourse for communities discriminated against under
the old CRA will be just as applicable in the GLB era.

This argument is predicated, however, on the belief that the current
mechanisms for enforcing CRA on depository institutions have been
effective, a claim that has not been subjected to extensive empirical
testing.  In this paper, I identify several tools that communities have
under CRA to either lever or entice more loans from banks.  I test the
effectiveness of these mechanisms with a data set I developed on bank
lending in Washington, D.C., combining data on loans and demo-
graphic characteristics at the census tract level.  In my analysis, I find
evidence that neighborhoods able to organize themselves through the
establishment of community development organizations are more likely
to attract mortgage and small business loans.  Little evidence, howev-
er, is found that neighborhoods able to mobilize residents to engage in
political protest pushed banks to step up their lending.

Bank Lending and the Post-1995 Community Reinvestment Act

The history of the Community Reinvestment Act, and the larger issue
of discrimination in mortgage lending, are long and controversial and
need not be discussed here (see Litan, 2000; Haag 2000; and Squires
1992).  Suffice to say that CRA has been, and continues to be, charac-
terized by bankers as needlessly stringent and by community activists
as not stringent enough.  Instead of outlawing discrimination in lend-
ing, as the fair lending laws do, the 1977 Community Reinvestment Act
requires banks to make loans and provide services in every community
in which they solicit deposits, regardless of race or income.  Yet there have
been few studies on the influence of CRA on bank lending (Dahl, 2000). 
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One explanation for this may be that many of the mechanisms CRA
depends on to be effective are more political than economic.  Absent
compulsion through public policy, lending decisions are modeled as a
function of borrower characteristics and a set of indicators measuring
aspects of the neighborhood the borrower is from, such as median
income and property values.  The post-1995 version of CRA changes
the equation not through punitive sanctions on banks but by creating
incentives to encourage bank compliance.  In 1995, responding to crit-
icisms that the original CRA created more paperwork than loans, 
federal banking regulators issued a completely revised set of imple-
menting regulations.  These rules shifted the focus of the law from
requiring banks to demonstrate compliance through paperwork to an
evaluation of institutions’ actual lending performance in their geo-
graphic service areas.  Under this new system, banks with total assets
in excess of $250 million have their CRAperformance evaluated under
a tripartite requirement made up of a lending test, an investment test,
and a service test.1 With the new rules only five years old, analysts 
are still trying to evaluate the impact the new CRA has had on bank
lending and investing in low- and moderate-income (LMI) and 
minority communities.

Organized Communities and Bank Lending

Absent other external incentives or constraints, the decision to originate
a loan is an assessment by the lender of the probability of default by the
applicant, plus any biases against the applicant that the lender may
have, resulting in discrimination.  The fair lending laws impose con-
straints by making such discrimination illegal.  The Community
Reinvestment Act creates further constraints by requiring banks to have
“Satisfactory” or “Outstanding” records of meeting the credit needs of
their service communities in order to engage in merger and acquisition
(M&A) activity. The review process undergone by each bank involved
in a merger has created opportunities for community activists to bring
complaints on lending performance and possible discrimination to the
attention of regulators.  Combining diligent research on the bank’s per-
formance and grassroots activism to generate publicity, communities
can bring political power to bear on a bank.  Furthermore, CRA as
implemented in the 1995 rules provides incentives to encourage lend-
ing by depository institutions in low- and moderate-income (LMI)
communities.  Now more than ever, banks have incentives to improve
their CRA performance by working in tandem with community devel-
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opment corporations (CDCs) in ways benefiting both the bank and the
LMI neighborhood.  Of course, the benefits of this incentive go to those
neighborhoods with the motivation and capacity to establish and sup-
port such local development organizations.

From the bank’s perspective, what CRA has done to the lending
decision is to incorporate political incentives into what has otherwise
been a largely economic decision on the part of the lender.  It has also
shifted some of the focus of the lending decision from the applicant
coming to see the lending officer to a greater interest on the particular
neighborhood in which the applicant lives.  Is that community likely to
cause trouble for the bank during a merger application by staging a
protest or laying a set of well researched lending discrimination charges
against the bank before regulators?  Is this LMI community truly a dead
loss on the balance sheet, or does it possess a network of community
development organizations providing the stability necessary to the
neighborhood to ensure the emergence of a viable market?  By adding
these considerations, CRA allows the exertion of political pressure at
the grassroots level to change the calculus of the lending decision.

Local Development Organizations as Manifestations of Community Empowerment

Historically focusing on affordable-housing issues, community-based
nonprofit organizations have recently emerged with more financial and
economic development-oriented missions (Schill, 1997).  Many of
these organizations have chosen to specifically focus on increasing the
level of wealth within the community by bringing in greater numbers of
home-mortgage and small business loans from banks.  Particularly, the
emergence of community development financial institutions (CDFIs)
have marked an emergence of local-level interest in finding ways to
attract bank money to LMI neighborhoods and build financial infra-
structures (McLenighan, 1997; Lento, 1994).

The investment and service tests under the new CRA do much to
support the efforts of CDCs (Santiago, et al 1998), and the partnerships
that result from these efforts should stimulate the level of overall mort-
gage and small business lending in LMI neighborhoods.  The invest-
ment and service tests encourage banks to develop relationships with
CDCs through equity investments in the organization or by providing
investment advice or other similar services to both CDC staff and cus-
tomers.  Through such investments and services, a bank makes a com-
mitment to that neighborhood that should influence its direct lending
decisions.  After all, it is logical for bank officers to prefer making loans
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in communities they have experience with and have a stake in over
those they do not know as well.  In other words, lending in communi-
ties with CDCs, particularly ones specializing in financing such as
CDFIs, makes the probability of default by the applicant less likely.
Finally, investing in an LMI community by making loans may be the
stimulus needed to create a much stronger lending market in the future.

This yields the following hypothesis: depository institutions cov-
ered by CRA are more likely to make mortgage and small business
loans in those neighborhoods where one or more CDCs specializing in
financing and economic development are present.

Neighborhood Mobilization and CRA Protests as Manifestations of Community
Empowerment

Apart from activism in the form of establishing local development
organizations to provide grassroots solutions to neighborhood prob-
lems, CRA indirectly provides a protest mechanism through which
pressure may be brought on banks to increase their lending.  When a
depository institution covered by CRA is entering into a merger or
acquisition, federal regulators are required by law to consider the
efforts of that institution in meeting the credit needs of the community.
Part of this investigation takes CRA performance into account and
another part examines the overall distribution of loans through Home
Mortgage Disclosure Act (HMDA) data.  Many LMI neighborhoods
have become very sophisticated in the art of bringing charges against
banks serving their communities when these institutions desire to
engage in M&A activity.  Often spearheaded by local activists, CDCs,
and even politicians, research is developed and presented to regulators
on loan distributions, bank branch closings, and lack of other essential
financial services, implying discrimination.2 Overall, this is part of a
growing community reinvestment-oriented outgrowth of the Civil
Rights Movement that has begun appearing in cities, and even some
rural communities, across America (Squires, 1992).  Some groups, such
as Inner City Press in the South Bronx or Association of Communities
Organized for Reform Now (ACORN) nationally, have made names for
themselves based on their ability to engage in protests when banks file
M&A applications.

Under no circumstance would a bank like to have its name smeared
with charges of discrimination, but the threat of the protest is particu-
larly troublesome when mergers are being planned.  Enactment of GLB
is expected to increase the likelihood of merger activity, making a clean
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CRA record even more important for a bank to maintain.  Since LMI
neighborhoods that are highly politically organized are the ones most
likely to protest a bank’s M&Aapplication, it is in these neighborhoods
where the banks have an incentive to lend heavily without discrimina-
tion in an attempt to head off the possibility of protest.

This yields a second hypothesis: the more politically active a neigh-
borhood is, the more likely a bank desiring to engage in M&A activity
will increase the number of mortgage and small business loans in that
neighborhood.

Research Design and Data

Much of the literature on mortgage lending examines the binary deci-
sion of the lender between approval and denial of an application.  In
other words, the unit of analysis is the individual loan application.  This
study, however, is primarily concerned with aggregate lending patterns
at the urban neighborhood level, so I use census tracts as my units of
analysis as proxies for neighborhoods.  I focus on Washington, D.C. for
my analysis.  As with many urban centers, the District of Columbia
contains a large number of distinct communities within its boundaries.
The majority population is African-American, but both White and
Other minority populations are also growing, and there is considerable
disparity in median income levels and property values around the
District.  Such variation within the District provides an excellent oppor-
tunity to study variation in bank lending patterns.

My dependent variables are drawn from various types of bank lend-
ing activity in each census tract for the year 1998.  The Home Mortgage
Disclosure Act requires depository institutions to report data on con-
ventional, refinancing, home improvement, FHA-backed, and other
types of mortgage loans at the tract level.3 Furthermore, CRA requires
banks to report small business and community development loans, also
at the tract level.   As there should be additional variation in lending 
patterns between banks engaging in merger and acquisition activity 
and those banks not choosing to engage in such activities, explanatory
variables capturing the number of loans made will have to make 
this distinction.

The explanatory variables that I use to test my hypotheses come
from two very different sources.  In the case of community develop-
ment corporations, the vast majority of these are nonprofit organiza-
tions with a primary purpose of finance and/or economic development.
I use the nearly exhaustive data on nonprofits collected by the National
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Center for Charitable Statistics at the Urban Institute from IRS report-
ing files to identify the locations and types of nonprofits in the District
of Columbia in 1998.4 From this data I am able to determine which
nonprofits are focused on improving the financial stability, or the eco-
nomic enhancement, of particular communities in the District and their
tract locations.5 In the case of some tracts, there is more than one non-
profit identified as a financial or economic-developmental oriented
local organizations.6 More information on how these variables are
developed from the raw NCCS data files is presented in Appendix A.

I measure the potential for organized political activism in a tract
through voter registration and turnout data available from the District
of Columbia Board of Elections.7 This data comes at the precinct level,
but through the application of geographic information software, con-
version to the tract level is possible and, in the case of the District, has
been used successfully in other research (see Henig 1993, 1994).8 I use
data from the 1998 general elections to calculate voter turnout as well
as data on the number of residents registered to vote at the time of the
election.  Political activism runs deep in many District communities,
not only in terms of elections, but also as a solution to many problems
of urban decay. Therefore, communities that are more organized to
register larger numbers of residents, and to turn out these voters on
election day, are also more likely to stage protests against banks over
lending discrimination.

In order to capture the impact of these variables on lending, I make
use of a variety of independent variables that figure prominently in
other studies on bank lending and reflect the demographic composi-
tions of urban neighborhoods as controls.  Data on median income,
racial composition of the population, and educational levels of the pop-
ulation per tract are available for 1998 from an assessment made by the
District government.9 Additional variables on the number of family
households per tract and the size of the labor force are available from
the Census Bureau for 1990.  Utilizing 1990 Census data on race and
median income levels of tracts with equivalent 1998 data, it is also pos-
sible to derive the level of change in each tract over the course of the
eight years.  Communities that are increasing in wealth may be more
attractive to bank lenders, and communities with considerable change
in minority concentrations may indicate a shifting population that may
decrease the likelihood of lending.  Table 1 presents summary statistics
on each of the variables.
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Analysis and Discussion

The dependent variables in my analysis are event count data, or data
recording the number of times an event occurs in a particular geo-
graphic location.  As this type of data is restricted to only a positive
value, it follows a Poisson distribution making ordinary least squares
(OLS) regression estimation inappropriate (Long, 1997).  In order to
properly estimate event count data with a large amount of variance, 
I use a Negative Binomial Regression procedure following the 
Poisson distribution.10 

Conventional and Refinancing Mortgage Lending

The first cut at the data makes use of the total number of conventional
and refinancing mortgage loans in each census tract in the District of
Columbia.  Explanatory variables describing a set of characteristics
regarding the census tract potentially related to home-mortgage loans
are selected.  In particular, the number of nonprofit organizations in the
tract, the level of voter turnout, the number of minorities, the number
of families, median family income, and the percentage of the popula-
tion with at least a high school degree are used.  In addition, changes in
the characteristics of the tract over time may make a particular area
more or less attractive to a bank lending officer.  I subtract 1990 data
on median income and the number of minorities from comparable data
for 1998.  This procedure generates two variables indicating change in
the tract area over the span of eight years.  I then use the Negative
Binomial Regression procedure to estimate the impacts of these vari-
ables on the total number of conventional and refinancing mortgage
loans made by CRA-covered depository institutions in each tract in
1998.  The results are displayed in Table 2.  In addition to the estimat-
ed coefficient, its level of statistical significance, and the robust stan-
dard errors, the marginal effects are presented for each explanatory
variable.  As maximum likelihood estimations do not use a direct linear
procedure, the coefficients do not necessarily present a clear indication
of the magnitude of the change.  Finding the individual impact of each
variable on the predicted number of events, while holding the impacts
of all of the other explanatory variables at their mean, by increasing the
single variable by one standard deviation, provides a more straightfor-
ward method of showing real impacts of each variable (King, 1998).
The difference in the predicted number of events due to the movement
of each explanatory variable is expressed as a percentage.
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For both conventional and refinancing loans, the variables appear-
ing to have the greatest explanatory power are minority population,
number of families, and percentage of tract population with a high
school degree.  In the case of minority population, the negative sign of
the coefficient indicates that the greater the concentration of minorities
in a tract, the less likely conventional and refinancing loans will be
made in that tract.  This variable reduces the predicted number of con-
ventional loans by 35 percent and the number of refinancing loans by
47 percent.  Although I have not tested enough alternative variables to
draw any conclusions regarding discrimination, this result should at
least raise a red flag and prompt a more thorough investigation.  In
terms of the variables of interest for this research, neither the presence
of nonprofits nor voter turnout had any statistically significant impact
on the predicted number of conventional loans.  Furthermore, the first
differences’ effect of each variable was small.  The presence of non-
profits was statistically significant in the case of refinancing loans, but
the effect remains fairly small with a one standard deviation increase in
the number of nonprofits producing only a 17 percent increase in the
predicted number of loans.11 At this level of analysis there is little evi-
dence to support my community organization hypothesis.

Yet looking at total conventional and refinance lending may not be
the ideal place to find such an effect.  If an increase in bank lending due
to community organization is largely a CRA-induced effect, then it is
those banks to whom CRA is of greater concern that should be the most
responsive.  Since CRA is most likely to have teeth during the review
process for a merger or acquisition, then those banks acquiring, or
being acquired, by another institution are more likely to respond to a
community organization than banks not engaging in such activity.12

Using the Federal Reserve’s National Information Center, I was able to
identify which banks operating in the District of Columbia acquired
another institution, or were acquired by another institution between
1996 and 2000.13 I then separated out the number of conventional and
refinancing loans made by banks engaging in M&Aactivity from those
not engaging in such activity to create two separate dependent vari-
ables.  The same explanatory variables are used in the estimation, and
the results for conventional loans either engaging or not engaging in
mergers and acquisitions are presented in Table 3.  Results for refi-
nancing loans are in Table 4.

Looking at conventional loans produces no substantial evidence in
support of either of my hypotheses.  Neither the number of nonprofits
nor voter turnout variables are statistically significant, and the only
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marginal effect of any real substance is voter turnout on conventional
loans made by banks not engaging in M&A activity at 23 percent.  The
results from the estimations on refinancing loans are somewhat more
supportive of my hypothesis.  The number of nonprofits in a census
tract does have a statistically significant impact on the number of loans
made by banks engaging in M&A activity and no significant impact on
banks not merging or acquiring.  This result is what I would expect,
given that the first types of institutions are more concerned about their
CRA records than the latter types.  Furthermore, although not as strong
as the number of families and high school degree variables, the number
of nonprofits variable does increase the predicted number of refinanc-
ing loans in a tract by 22 percent.14 Unfortunately, once again there is
little evidence to support the hypothesis that communities with higher
voter turnout are more likely to attract more loans through the threat of
protest.  This explanatory variable is not significant in either estimation,
although in the case of banks not engaging in M&A activity, there is a
first difference effect of 20 percent.

Small Business Lending

In search of further evidence to test my hypotheses, I turn from mort-
gage loans to small business loans.  Since lack of access to credit by
small businesses may be evidence of redlining or a lack of desire to
lend in low-income communities, the 1995 CRA regulations empha-
sized the need for banks to make small business loans in such commu-
nities and report data on these loans.  Immergluck (1999) notes in his
study of small business lending in Chicago that there may be differ-
ences in lending patterns to very small businesses, those with an annu-
al revenue of $1 million or less.  Smaller firms, he points out, may be
considered a greater risk by lending officers because they do not have
as deep resources to draw on to repay loans, and very small firms
owned by minorities have a harder time leveraging their equity for the
same value as comparable firms owned by Whites.  CRA attempts to
correct such forms of discrimination by encouraging banks serving
LMI and minority neighborhoods to make loans to very small busi-
nesses.  Therefore, a CRA-induced influence may emerge more promi-
nently in an analysis of loans to firms with $1 million or less in annual
revenue than to larger businesses.  In order to make this comparison, 
I subtract out the number of loans made to firms with $1 million or 
less in annual revenue from the total number of small business 
loans made in the District of Columbia and use both sets of data as
dependent variables.
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Since the small business lending decision is more likely to be made
by the lending officer with a different set of neighborhood criteria in
mind than mortgage loans, I use a somewhat different set of explanato-
ry variables in my analysis.  I retain the variables on the number of non-
profits, voter turnout, minority population, median income, change in
median income, and change in minority population, but add in two new
control variables.  The size of the local labor force should be conducive
to the creation of businesses, and those neighborhoods with a larger
labor force are more likely to see more firms spring up and, therefore,
attract more loans.  Therefore, I use census data on the size of the labor
force as a control variable.

I also will continue to investigate the differences in behavior
between banks engaging in mergers and acquisitions and those that are
not.  Unfortunately, limitations in the small business data have not per-
mitted me to accurately identify which loans are coming from banks
recently engaging in M&Aactivity.15 I develop a rough proxy measure
by finding the number of bank offices in a census tract that are con-
nected to an institution engaging in M&Aactivity under the assumption
that the more branches of such banks are found in a tract, the more
loans will be made.  The results of my estimations are presented in
Table 5.

Unlike mortgage lending, the small business data analysis provides
clear evidence in support of my hypothesis regarding community
development organizations but still fails to produce any evidence to
support my community action hypothesis.  The number of nonprofits
variable is highly significant for both total small business lending and
lending to very small firms.  Interestingly, the first difference effects for
the total number of loans is larger than for loans to very small firms,
although both effects are quite substantial at 61 percent 
and 45 percent, respectively.16 The voter turnout variable fails to be 
statistically significant in either model and produces virtually no
change in the predicted number of loans.  Also of interest is that the
variable indicating the number of offices of banks engaging in M&A
activity between 1996 and 2000 is statistically significant, although the
effect on the predicted number of loans is not as strong in either model
as the nonprofits variable.  This suggests that banks that are, or are 
considering, engaging in M&Aactivity are more likely to be responsive
to the small business credit needs of their service community than
banks not planning to engage in such activity.

Overall, my analysis of mortgage and small business lending data
provides support for my hypothesis of community organization through
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community development nonprofit organizations, but not for the poten-
tial for community activism as measured by voter turnout.  The impact
of the presence of nonprofits appears to be greater for small business
loans than for mortgage loans, but there are certainly some signs of an
effect in both types of loans.  The disappointing results from the voter
turnout data may be due to the possibility that this measure may not be
a good proxy for community activism.  In fact, activism may be more
likely in communities that feel alienated from the traditional political
process of voting.  With little faith in the system, residents of such com-
munities may feel their votes are a waste of time.17 But because these
types of communities feel excluded from the process, they may also be
inclined to engage in non-traditional, “outsider" politics such as
protests and demonstrations, similar to the types of community mobi-
lization tactics activists might take against a bank.

Conclusion

We are only just beginning to witness the changes in the financial
industry as a result of the Gramm-Leach-Bliley Act, and it will be many
years before we know with any degree of certainty what the far-reach-
ing impacts of such a complex piece of legislation will be.  This will
certainly be true of the Community Reinvestment Act and bank lending
in LMI and minority communities.  Unfortunately, if pro-CRA forces
are correct, and GLB has blunted CRA’s teeth during the merger and
acquisition review process, then this may be bad news for LMI and
minority neighborhoods.  This research provides some evidence that
there is indeed a CRA effect on bank lending stemming from the 1995
regulations in the form of working with local intermediary organiza-
tions such as community development financial institutions or other
types of community development corporations.  Therefore, diluting the
power of CRA at the time a merger is considered may have a detri-
mental impact on poor, minority urban communities.

On the other hand, banks may be inclined to continue working with
local development organizations apart from trying to fulfill CRA
requirements.  Banks may desire to make long-term investments in
communities they feel can be developed into strong markets, incurring
a near-term loss for long-term gain.  Certainly, the results I found for
small business lending do not clearly show that only banks contem-
plating M&A activity were making more loans, although these institu-
tions were making more loans overall in the District.
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As with determining whether or not redlining and discrimination
against lending in LMI communities is truly taking place, it is difficult
to clearly separate out the influence of the Community Reinvestment
Act from lending activities a bank would have engaged in anyway.
Research into this area is still relatively young as good mortgage-
lending data have only existed since changes in HMDA took effect 
in the early 1990s and the release of small business data beginning 
in 1996.  Only a few studies have been able to closely examine the
influence of CRA.  But in order to truly evaluate the impact of CRA on
the availability of credit, and therefore evaluate the long-term impacts
of related laws such as GLB and the Riegle-Neal Interstate Banking
Act, it is important to have as clear an understanding as possible of how
CRA works.
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Institutions” (1998), with Nellie Santiago and Ross Levi.
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Table 1 
Dependent and Explanatory Variables

Variable Name Mean Standard Minimum Maximum
Deviation Value Value

Dependent Variables

Total Conventional Loans 3.417 6.110 0 55

Conventional Loans Made by Banks  
Engaging in Mergers and Acquisitions 1.942 5.198 0 50

Conventional Loans Made by Banks Not  
Engaging in Mergers and Acquisitions 1.474 2.304 0 9

Total Refinancing Loans 4.910 7.532 0 40

Refinancing Loans Made by Banks 
Engaging in Mergers and Acquisitions 3.372 5.924 0 33

Refinancing Loans Made by Banks Not 
Engaging in Mergers and Acquisitions 1.538 2.453 0 15

Total Small Business Loans 25.942 48.700 1 345

Total Loans to Small Businesses 10.538 15.758 0 106

Independent Variables

Nonprofits 1.282 2.946 0 20

Voter Turnout 1098.36 561.27 247 3556

Minority Population 1793.15 1205.91 1 4560

Number of Families 657.28 349.10 0 1784

Percentage of Population with at Least 
a High School Education 71.88 18.79 0 100

Change in Median Income from 
1990 to 1998 0.441 0.275 0.193 2.33

Change in Minority Population from 
1990 to 1998 -414.05 673.77 -3555 2207

Labor force 1796.39 897.19 0 4210

Number of Banks Engaging in Merger 
and Acquisition Activity Lending
in Tract 0.487 1.10 0 7
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Notes
1 Alternatively banks may design their own lending and investing plan setting bench-

marks by which regulators would rate their performance.  Very few institutions
have opted for this test.  Smaller banks with $250 million in assets or less are now
evaluated by a streamlined community development lending test.

2 Richard Marsico (1993) has even developed a guide to assist local activists and
organizations in the planning of a successful CRAprotest.

3 All of this data may be obtained from the Internet site of the Federal Financial
Institutions Examination Council (FFIEC) at http://www.ffiec.gov.

4 A great deal of information about how this data is collected and its availability can
be found on the Internet site of the National Center for Charitable Statistics at the
Urban Institute, http://www.nccs.urban.org.

5 The tract location is obtained by entering the address of the nonprofit into the
geocoding system made available by the FFIEC at http://www.ffiec.gov.

6 The data representing the final calculations are available from the author 
upon request.

7 The data is available from the Board of Elections at http://www.dcboe.org/.

8 A conversion table is available from the author upon request.

9 This data is available from the District’s State Data Center Internet site at
http://www.dclibrary.org/sdc/.

10 Under many circumstances, event count data can be estimated through an
Exponential Poisson Regression procedure (see King, 1988).  However, this form
of estimation makes the assumption that the mean of the distribution is equal to  the
average of the variance.  In many cases, however, this assumption is not met, vari-
ance is so large that the two values are not equal and overdispersion occurs.  The
Negative Binomial Regression procedure takes this overdispersion into account.

11 Specifically raising the predicted number of loans per tract from 2.624 to 3.070.

12 The idea that banks being acquired would pay attention to their CRArating is based
on two assumptions.  First, that many banks acquired desire to be acquired and have
made it known that such a partnership would be acceptable.  Over the last few
years, as banks have come into greater competition with investment firms and bro-
kerages, turning a profit through lending has become more difficult.  In order to
meet the demand by shareholders in a tightening market, many banks have been
forced to offer themselves up to larger bank or nonbank holding companies.
Second, I also assume that banks interested in acquiring will be more attracted to
those institutions with a superior CRAperformance to ward off potential trouble in
the application process.  Although the recent acquisition of Associates by 
Citigroup is a contrary example, it is logical to assume that banks would prefer to
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reduce potential troubles in a merger by acquiring institutions with better CRA
performance ratings.

13 The National Information Center is the Federal Reserve’s on-line database of
depository institutions and holding companies at http://www.ffiec.gov/nic/.

14 Shifting the predicted number of loans from 1.478 to 1.796.

15 This is not necessarily an inherent problem in the data.  At this time I have simply
been unable to accurately disaggregate all of the small business loans I have found
for the District of Columbia.

16 In the case of the total number of loans, when the nonprofits variable is increased
by one standard deviation, the predicted number of loans per tract increases from
14.702 to 23.642.  Loans to very small businesses increase as the number of non-
profits in a tract shifts the prediction from 6.711 to 9.697.

17 Such feelings are almost certainly true in the District of Columbia when it comes
to national issues.  Deprived of most voting rights in the House of Representatives
and all of such rights in the Senate, and appearing late in the progression of nation-
al presidential primaries, District voters almost certainly feel that their votes are
meaningless at the national level.  On the other hand, local elections can be quite
competitive, even in poorer neighborhoods. 
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Appendix A

Developing the Nonprofit Variable

The number of nonprofits variable I use in this analysis is 
developed from raw data on nonprofits collected by the National 
Center for Charitable Statistics at The Urban Institute,
http://www.nccs.urban.org/.  Specifically, I make use of information
collected on 501(c)(3) nonprofits from the Return Transaction Files
(IRS Form 990), 1998, for the District of Columbia.  These files pro-
vide information on charitable nonprofits, including a series of codes
defining the activities of each nonprofit.  The first code I use to identi-
fy the small, community-oriented nonprofits I am interested in is the
AFDC code, an affiliation code indicating whether or not the nonprof-
it is part of a larger organization.  Since it is reasonable to assume that
most local development organizations are not part of large regional or
national organizations, I select only those nonprofits coded as inde-
pendent.  For readers familiar with AFDC codes, I selected those organ-
izations coded as “3.”

In order to identify the nonprofits oriented towards community
development, I make use of the core codes representing a classification
from the National Taxonomy of Exempt Entities (NTEE).  These codes
provide detailed information regarding the activities of each nonprofit
organization.  Although my primary interest is in nonprofits primarily
engaged in financial and economic development activities, I decided to
cast a somewhat wider net.  Other types of nonprofits might also con-
tribute to the overall financial health of a community, such as public
safety and affordable housing nonprofits, or might otherwise be appeal-
ing to bankers.  There are 26 general classifications NTEE uses to iden-
tify nonprofits, labeled conveniently from A to Z.  I dropped all non-
profits with the following codes: B, D, E, G, H, K, M, N, P, Q, T, U, V,
W, X, Y, and Z.  The NTEE codes become more specific by subdivid-
ing each letter code by assigning a numerical value, providing very pre-
cise information on the activities of each nonprofit.  Activities that I
deemed to be clearly related to the financial health of a neighborhood
were retained and the rest of the nonprofits with other codes were
dropped.  Specifically, I retained the following codes:  A01, A02, A03,
A11, A20, A23, 25, A26, A51, A52, A60, A70, A80, A90, C01, C11,
C12, C20, C27, C30, C32, C34, C35, C41, C42, C50, F01, F12, F20,
F21, F22, F32, F33, F40, F42, I01, I11, I12, I20, I31, I40, I43, I44, I71,
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I72, I73, I80, I83, J01, J02, J12, J20, J21, J22, J30, L01, L02, L11, L12,
L20, L21, L25, L30, L40, L50, L80, L81, L82, O01, O11, O12, O20,
O31, O50, O51, O53, R61,R62, R63, R67, R99, and all S codes.

Finally, I read through the names of each organization and elimi-
nated those that were clearly not of a community orientation, normally
groups that had the word “national” or “American” in their name.
These files also contain the address of each nonprofit, enabling me to
use geocoding software to find the exact census tract location of each
nonprofit in the District of Columbia.
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BO S T O N’S SO F T SE C O N D PR O G R A M:
RE A C H I N G LO W- IN C O M E A N D
MI N O R I T Y HO M E BU Y E R S
I N A CH A N G I N G FI N A N C I A L- SE RV I C E S
EN V I R O N M E N T
James T. Campen
University of Massachusetts/Boston

Thomas M. Callahan
Massachusetts Affordable Housing Alliance

Although Boston’s Soft Second Mortgage Program (SSP) was viewed
with skepticism when it emerged in 1990 after a tumultuous year of
struggles over community reinvestment issues, it has become Boston’s
largest and most successful homeownership program.  The paper be-
gins by summarizing the history and major features of the SSP, explain-
ing how the program’s structure, below-market interest rate, and pub-
lic subsidies combine to produce monthly mortgage payments for qual-
ifying home buyers that are up to 33 percent below those of a conven-
tional, market-rate mortgage.  Our claim that the program is a remark-
ably successful one is justified by an examination of the SSP’s per-
formance with respect to five criteria: affordability, sustainable home-
ownership, reaching minority homebuyers, serving traditionally under-
served neighborhoods, and reproducibility. To show how the evolution
of the SSP has reflected several of the most important developments in
the changing financial system, we review the program’s relationship to:
b a n k i n g - i n d u s t ry consolidat i o n , s e c o n d a ry - m a rket ex p a n s i o n , the 
need to extend CRA-type obligations beyond banking, the growth 
of public-private partnerships, and the expansion of predatory and 
subprime lending.

On January 29, 1991, Florence Hagins, an African-American single
mother with a moderate income who had been denied a mortgage once
before, became the first person to purchase a home with the assistance
of Boston’s new Soft Second Mortgage Program.  Almost exactly 10
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years later, in early February 2001, she stood before 350 people as co-
chair of a black-tie “gala” held at the John F. Kennedy Library to cele-
brate the Soft Second Program’s tenth anniversary.

Between those two dates, Hagins, still the proud owner of the same
two-family house in Boston’s Dorchester neighborhood, had been fol-
lowed by more than 2,100 other lower-income, first-time homebuyers.
She had become the Director of Housing Education for the
Massachusetts Affordable Housing Alliance (MAHA), the community-
based organization that was primarily responsible for the Soft 
Second Program’s creation and growth.  And the Soft Second 
Program (SSP) had become the city’s largest and most successful
homeownership program. 

What follows is a detailed case study of this program, a program
that some bankers dismissed as a “one-shot deal” when it originally
emerged from almost two years of confrontation and finger-pointing,
but that is regarded in Boston today as both unusually comprehensive
and remarkably successful.  We make no attempt to compare the Boston
SSP’s design or outcomes with those of the many other innovative and
important targeted mortgage programs that exist throughout the coun-
try.1 Nor do we offer a survey of the entire spectrum of CRA-related
programs and activities in Boston that provided the local context for the
history and operation of the SSP.2

The paper begins with an account of the program’s background, a
description of its design and operation, and an overview of its growth.
It then turns to an examination of several dimensions of the Boston
SSP’s performance that we think justifies our belief that it has been a
particularly successful program.3 Its third section discusses the evolu-
tion of the SSP in the context of the last decade’s installment of what
former Fed Chairman Arthur Burns called “the ongoing revolution in
American banking” (Burns, 1988).  The paper concludes with some
brief observations on lessons learned and challenges ahead.  

The Soft Second Program: Description and History

Boston’s Soft Second Mortgage Program emerged at the end of a
tumultuous year of struggle over community-reinvestment issues that
began on January 11, 1989.  The lead story in that day’s Boston Globe
reported that a draft study by researchers at the Federal Reserve Bank
of Boston had found that there was a pattern of “racial bias” in Boston’s
mortgage lending, that the number of mortgage loans in the predomi-
nantly black neighborhoods of Roxbury and Mattapan would have been

Boston’s Soft Second Program: Reaching Low-Income and Minority
Home Buyers in a Changing Financial-Services Environment
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more than twice as great “if race was not a factor,” and that “this racial
bias is both statistically and economically significant.” 4

A year before the leak of the Boston Fed’s draft study, the
Massachusetts Affordable Housing Alliance had organized a new com-
munity group in Boston: the MAHA Homebuyers Union.  Most of its
members were women of color with incomes between $15,000 and
$30,000 who felt both priced and redlined out of buying a home in
Boston.  They wanted to own their own homes in a city where home
prices had been rising rapidly and banks had a reputation for avoiding
minority neighborhoods.  The group had been asking the city, the state,
and the banks for programs that would make homeownership possible
for people at their level of income.

In the aftermath of the Boston Globe’s story, MAHA joined with
other community-based groups to form the Community Investment
Coalition.  While supporting the broad range of demands made by the
coalition, MAHA maintained its focus on the need for affordable mort-
gages. When Bank of Boston jumped out in front of other banks in mid-
1989 with the launching of its own “First Step” mortgage program,
MAHA and other community groups identified it as limited to borrow-
ers with incomes above $40,000, and they continued to press for sub-
stantially greater affordability.

As the year progressed, banks announced a series of plans to open
more branches and ATMs, finance the construction of affordable rental
housing, and increase lending to minority-owned businesses.  By year-
end, affordable mortgage lending was the only issue on which commu-
nity groups and banks had not crafted an agreement.  MAHA’s mem-
bers wouldn’t drop the issue and continued to insist on a mortgage pro-
gram with below-market interest rates; the banks continued to insist
that such a program would not be sustainable.  Finally, a full year after
the Globe’s story, Mayor Ray Flynn facilitated an end to the impasse —
an agreement to make $30 million of below-market mortgage loans to
low- and moderate-income Boston home buyers.

It took six additional months before MAHA, together with city and
state officials, had hammered out the details of agreements with three
banks — Bank of Boston, BayBanks, and Shawmut Bank — that called
for $12 million of loans and launched Boston’s Soft Second Mortgage
Program.  The negotiations also resulted in commitments from the city
of Boston and the Massachusetts Housing Partnership (a quasi-public
agency that had proposed using the soft second structure and that was
subsequently selected to administer the program) to provide subsidy
dollars to further reduce interest rates, establish a loan loss reserve, and
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fund down-payment and closing-cost assistance.  The program was —
and remains — strictly limited to low- and moderate-income buyers
(those with incomes less than 80 percent of the median family income
of the Boston metropolitan statistical area (MSA), as determined annu-
ally by HUD).

Boston’s “Soft Second” program gets its name from the fact that
participating homebuyers receive two mortgages rather than one: a first
mortgage for 75 percent of the purchase price and a second mortgage
for 20 percent (the program requires a 5 percent down payment).  The
interest rate on both mortgages is 50 basis points below the bank’s two-
point rate.  The second mortgage is “soft” for the first ten years in two
ways: payments are interest-only, i.e., there is no repayment of princi-
pal during this period and payments may be further reduced for quali-
fying home buyers by public subsidies.  The city and state also fund
loan loss reserves for each bank equal to 10 percent of the total value
of the second mortgages that the bank has originated.  The existence of
the reserve fund makes it possible for borrowers to avoid the costs of
private mortgage insurance while banks are still protected from credit
losses.  Affordability is further increased by no payment of points (even
though, as noted above, borrowers receive their loans at 50 basis points
below the two-point interest rate) and the provision of down-payment
and closing-cost assistance.

The way that these features each contribute to greatly reduced
monthly payments is illustrated in Table 1.  In this table, the monthly
payments of a buyer of a $150,000 house5 who receives a Soft Second
mortgage loan from Citizens Bank are compared to the monthly pay-
ments of a buyer of the same-priced house who receives a convention-
al loan from the same bank.  The payments are calculated assuming that
the zero-point interest rate is 7.375 percent, the rate offered by Citizens
Bank in late February 2001.  Any Soft Second borrower would save
$93 per month by avoiding the cost of private mortgage insurance, $118
per month because of her reduced interest rate, and $29 per month dur-
ing the first 10 years by paying only interest on the second mortgage.
These savings combine to reduce the monthly payment from $1,077 to
$837 — a total reduction of $240, or 22 percent. 

Many, but not all, Soft Second program borrowers will experience
additional savings from public subsidies.  In our example, a qualifying
home buyer could receive an interest-rate subsidy up to $115 per month
for the first five years, with the subsidy then phased out in equal steps
during the second five years.6 (In 2000, interest rates subsidies were
received by 42 percent of Boston SSP homebuyers; the average subsidy
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for these borrowers was approximately $93 per month.)  A borrower
receiving the maximum subsidy would pay $722 monthly for the first
five years, 33 percent less than the monthly payment of $1,077 for the
conventional loan. 

Furthermore, public assistance can reduce the amount needed up-
front for down payment and closing costs, by up to $4,000 in our exam-
ple.  Regardless of the price of the home they are buying, all SSP bor-
rowers receive a grant toward closing costs from the city of Boston —
$500 for a single-family home, $750 for a two-family, and $1,000 for a
three-family home.  In addition, the majority of buyers will qualify for
a down-payment grant of up to two percent of the price of their home
($3,000 in the case of a $150,000 house).7

Members of the MAHA Homebuyers Union have now negotiated
Community Reinvestment Act agreements with 14 banks for over $500
million in below-market Soft Second loans in Boston, including two
banks that had not yet made their first loan by year-end 2000.  Between
the first SSP loan closing in January 1991 and year-end 2000, there
were 2,112 SSP loans in the city.  (Table 2.)  This record calls for an
examination of how the SSP evolved from being a one-shot deal,
regarded as incapable of being sustained, to being the largest targeted
program in the city.

Throughout the SSP’s history, MAHA has asked banks to renew
and expand their lending commitments at well-attended community
meetings. MAHA members believed that in order for the program to
survive and grow, it was necessary to continue the grassroots pressure
that led to its creation.  A key early sign of grassroots support for
increased bank involvement in the city’s low-income and minority
neighborhoods was a meeting at the Trotter elementary school in
Roxbury (Boston’s lowest-income and most heavily minority neigh-
borhood) in September 1989.  At this meeting, hosted by the
Community Investment Coalition at a time when it was uncertain
whether there would be any agreement on affordable mortgage lending,
the 300 people in attendance enthusiastically supported the speakers’
requests that the banks, all of which had representatives in the room,
come to the negotiating table. 

An important principle was established within a year of the pro-
gram’s launch when Fleet Bank entered the Boston market for the first
time by acquiring the failed Bank of New England in late 1991.
MAHA members decided that new banks entering their neighborhoods
should participate in SSP along with those banks that had previously
signed agreements.  Fleet made an initial $8 million commitment to the
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program before the end of that year and originated its first loan in 1992.
This principle would come into play again in 1994 when MAHA nego-
tiated an agreement for the SSP participation by Citizens Bank follow-
ing the acquisition of the Boston Five Cents Savings Bank by that
Rhode Island-based institution.

Another principle established in those early years was that banks
that publicly received poor evaluations for their performance in meet-
ing the needs of Boston’s neighborhoods would become the subjects of
MAHA campaigns.  The Boston Company (the parent of Boston Safe
Deposit and Trust), under fire from city officials for receiving a failing
grade in the initial report of the city’s Linked Deposit Program, took
advantage of the opportunity to improve its record by negotiating an
SSPagreement with MAHAin 1992.  The next year, USTrust joined the
program in the wake of federal regulators awarding the bank a 
“Needs to Improve” Community Reinvestment Act (CRA) perform-
ance rating and MAHA’s filing of a CRA challenge to a proposed
branch acquisition. 

In 1994, seven banks were invited to make long-term commitments
to the program at a MAHA-sponsored community meeting in Roxbury.
At this meeting of over 300 people, senior bank officials from all seven
banks announced agreements to originate a total of $93 million in SSP
loans during the next five years.  These were the first multi-year com-
mitments to the program, and it marked the first time that the banks
were asked to make their commitments at a large public meeting.  The
Memorandums of Understanding that MAHA and the banks subse-
quently signed added a purchase and rehabilitation option to SSP and
included, for the first time, a requirement for homebuyer counseling.

In 1996, Bank of Boston and BayBanks increased their commit-
ment from $25 million to $40 million at a 200-person community meet-
ing that followed their merger announcement.  The next year, execu-
tives from eight banks announced SSP commitments totaling another
$70 million at a 500-person meeting at Roxbury Community College.
At that same meeting, Savings Bank Life Insurance became the first
insurance company to invest in the program by committing itself to pur-
chase $20 million in below-market securities backed by SSP loans.  

The largest and most recent community meeting was held in May
1999 at the Reggie Lewis Athletic Center, where a crowd of 1,200 lis-
tened to Boston Mayor Thomas Menino tell them:  “What you have in
this room tonight, that’s power.”  They then cheered as top executives
from eight banks confirmed the Mayor’s observation by declaring their
commitments to make a total of 2,171 loans during the 2000-2004 
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period — almost 200 more loans than they had agreed to before the
beginning of the meeting.8

This meeting marked a shift in MAHA’s strategy of negotiating
dollar commitments to the program.  Rising home prices had meant
fewer loans under the dollar-based commitments, so MAHA members
decided to negotiate instead for specific numbers of loans.  The goal of
this shift was to slow or reverse a downward trend in the number of SSP
loans, but it has yet to have the desired impact.  In spite of the banks’
increased commitments, the number of new SSP loans has fallen each
year since reaching a peak of 409 loans in 1996.  Bankers, public offi-
cials, and MAHA agree that the primary cause of the decline has been
Boston’s rapidly escalating home prices.

The Soft Second Program: Dimensions of Its Success  

Boston’s Soft Second Mortgage Program has not only survived and
grown.  It has done so in a way that has exceeded the goals of its
founders.  In this section, we review the performance of the SSP with
respect to five criteria: affordability, reaching minority borrowers, serv-
ing traditionally underserved neighborhoods, sustainable homeowner-
ship, and reproducibility. The quantitative analysis makes extensive
use of two databases with data on SSP loans.  One was provided to the
authors by the Massachusetts Housing Partnership (MHP) and is
referred to in this paper as the MHP database; the other was construct-
ed by one of the authors from Home Mortgage Disclosure Act (HMDA)
data and is referred to as the HMDA-SSP database.9

Affordability

As emphasized above, affordability was the primary goal of MAHA
members from the beginning.  They sought a mortgage-lending pro-
gram that would make homeownership possible for those with incomes
as low as $15,000. the SSP’s remarkable success in achieving this goal
can be viewed from four perspectives.

First, an examination of the income levels of all SSP borrowers
during the ten-year history of the program, grouped in intervals of
$5,000, shows that 32.0 percent of all SSP homebuyers had incomes of
$25,000 or less, 60.2 percent had incomes of $30,000 or less, and 94.2
percent had incomes of no more than $40,000 (Table 3).  The dollar
levels of affordability targets were initially set at the end of the 1980s,
but even after a decade of modest general inflation and substantial
increases in Boston housing prices, the portion of loans going to people
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at these income levels has remained high.  During the last three years,
20.5 percent of SSP homebuyers had incomes of $25,000 or less,
almost one-half (46.7 percent) had incomes of $30,000 or less, and 86.1
percent had incomes of no more than $40,000.  Even the ambitious stat-
ed goal of making homeownership possible with an income of  $15,000
was met; 24 SSP homebuyers, four of these in the last three years, had
incomes between $10,000 and $15,000. 

Second, over half of all Boston SSP loans during the ten-year peri-
od — 1,098 loans, or 52.4 percent of the total — have gone to low-
income homebuyers (Table 4).  (Low-income borrowers are those with
incomes at or below 50 percent of the median family income (MFI) of
the Boston MSA, as determined annually by HUD; the low-income
ceiling has risen from $25,100 in 1991 to $32,750 in 2000.)  The per-
centage of loans going to low-income borrowers has been dramatically
higher for SSP than for the other two targeted mortgage programs in
Boston that were negotiated by community groups early in the 1990s.
During the last five years, low-income borrowers received 58 percent
of SSP loans, compared to 28 percent of Association of Community
Organizations for Reform Now (ACORN) mortgage-program loans
and just 18 percent of the loans from the mortgage program of the
Neighborhood Assistance Corporation of America (NACA).  The per-
centage of loans going to low- and moderate-income borrowers — that
is, to borrowers with incomes at or below 80 percent of the MFI of the
Boston MSA — was 100 percent for the SSP, 79 percent for ACORN,
and 61 percent for NACA.  

A third perspective on the extent of housing affordability made pos-
sible by the Boston SSP is provided by examining the maximum priced
homes that could be purchased by borrowers at specific income levels
(Table 5).  For example, given the conservative assumptions specified
in that table, an SSP borrower with an annual income of $15,000 could
afford a single-family house or condominium costing up to $64,700.
An income of $35,000 is sufficient to purchase a three-family house
priced as high as $245,700.  (The calculation of these maximum prices
depends on applying the SSP’s complicated rules concerning maximum
interest-rate subsidy, treatment of rental income, and other factors.)

A fourth and final perspective on the remarkable affordability pro-
vided by the SSP comes from comparing the monthly payments
required to buy a $150,000 single-family house under each of the four
major targeted mortgage programs operating in Boston. Three of the
four programs have features that result in different monthly payments
for different borrowers, depending on income levels and other circum-
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stances.  Therefore, Table 6 reports both the basic monthly payment that
would be paid by a borrower taking advantage of none of these 
special features and the “minimum monthly payment” required from a
homebuyer receiving the maximum possible benefits from them.  The
SSP is by far the most affordable mortgage program in the city, with
even its basic monthly payment from $92 to $196 lower than the “min-
imum” monthly payments required by the other targeted mortgage pro-
grams.  The SSP’s minimum payment is from $207 to $311 lower than
those required by the other programs. 

Sustainable Homeownership 

Although affordability was their primary goal, MAHA’s Homebuyers
Union members have always recognized that there are no real benefits
to homebuyers, and their neighborhoods, unless they are able to remain
homeowners. The priority that the group has attached to sustaining
homeownership is evidenced by its early decision (reaffirmed on sev-
eral occasions) that homebuyers must make a significant down pay-
ment.  MAHA’s low-income members believe strongly that potential
buyers must demonstrate some ability to save money to adequately pre-
pare themselves for the expense of owning and maintaining a home,
especially an older home in an urban neighborhood.  Consequently, the
SSP requires that at least 3 percent of the total 5 percent down payment
come from the buyer ’s own funds.  In addition, MAHA members have
resisted proposals to increase affordability at the expense of sustain-
ability by increasing maximum debt-to-income ratios.  

In 1996, MAHA established its HomeSafe Resource Center
(HomeSafe) to help low- and moderate-income families succeed as
home owners.  MHP and participating banks have provided funding for
HomeSafe by using a portion of the loan loss reserves for the second
mortgages.  When SSP homebuyers become homeowners, they are
automatically enrolled as members of HomeSafe and encouraged to
participate in free homeowner-education classes.  Since 1996, more
than 2,100 homeowners have graduated from the three-session
“Homeowner 201” course, co-sponsored by the city of Boston, thereby
becoming eligible for discounts from property-insurance companies, oil
suppliers, home-supply centers, and alarm companies.  All HomeSafe
members are encouraged to take advantage of assistance with rehab,
repair, and maintenance matters and consultation on landlord/tenant
issues.  SSP homeowners are especially encouraged to make use of
MAHA’s comprehensive foreclosure-prevention program if and when
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they experience, or even anticipate, difficulties in making their month-
ly mortgage payments.10

The effectiveness of these measures to sustain homeownership for
SSP borrowers is reflected in the program’s low delinquency rates.
Since 1996, the Massachusetts Community & Banking Council
(MCBC), MHP, and MAHAhave carefully monitored these rates, using
data collected from participating banks by MHP.  (MCBC is a collabo-
rative effort between community and bank representatives to encourage
investment in lower-income and minority neighborhoods.)  Delin-
quency rates for SSP loans have generally been somewhat lower than
the rates for all Massachusetts mortgages.  For example, at year-end
2000, the SSP delinquency rate was 2.5 percent in Boston and 2.9 per-
cent statewide, compared with a delinquency rate of 4 percent for all
mortgages in the state (Table 7).  The only other targeted mortgage pro-
gram in Massachusetts with available delinquency data is that of the
Massachusetts Housing Finance Agency (MHFA), which sets its
income limit at 120 percent of the MSA’s median income rather than
the limit of 80 percent adopted by SSP. The MHFA statewide delin-
quency rate of 5.4 percent at year-end 2000 was well above that of SSP.
Furthermore, foreclosures on SSP loans have been rare.  By the end of
2000, only five of the 2,112 loans originated by the Boston SSP had
ended in foreclosure, a rate of 1 in 422, or 0.24 percent.

Reaching Minority Homebuyers

In addition to its record in reaching low-income borrowers, SSP has
also been successful in providing homeownership opportunities for the
other major category of traditionally underserved borrowers — minori-
ties.  Both banks and community groups have targeted their marketing
and outreach efforts in neighborhoods of color. These efforts may have
contributed to that fact that minority homebuyers, who constituted just
one-third of Boston’s households according to the 1990 census,
received three-quarters (74.3 percent) of all the SSP loans in the city
during the program’s first nine years11 (Table 8).  When the period is
divided into three sub-periods of equal length, it can be seen that the
percentage of the SSP loans going to minority borrowers has risen
steadily, from 70.6 percent in 1991-93 to 78.0 percent in 1997 to 99.  

Since the SSP’s inception, the percentages of Black and Latino
households who received SSP loans have been more than twice their
respective percentages of Boston households.  Blacks received 44.5
percent of the city’s loans while accounting for 20.6 percent of Boston
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households, while Latinos, who made up 8.1 percent of the city’s
households, obtained 21.0 percent of all loans.  These overall percent-
ages resulted from very different patterns over time: while the Black
loan share was falling from 57.1 percent in 1991-93 to 41.2 percent in
1997-99, the loan share of Latinos was rising from 11.1 percent in the
earlier period to 26.3 percent in the latter.

Serving Minority and Lower-Income Neighborhoods

An examination of the geographical distribution of Boston’s SSP loans
shows that the program has been successful in financing affordable
homeownership in the city’s traditionally most underserved neighbor-
hoods.  Low- and moderate-income census tracts with more than 50
percent Black and Latino residents, which contained just 15.6 percent
of the city’s mortgageable housing units in 1990, have received a much
higher share of Boston’s SSP loans.  This share rose from 27.7 percent
of all loans in 1991-93 to 45.9 percent of loans in 1997-99; for the
entire nine-year period, the loan share of these neighborhoods was 37.1
percent (Table 9).  

At the same time, however, many minority buyers have been pro-
vided with the opportunity of moving out of predominantly minority
neighborhoods into primarily White moderate-income neighborhoods
such as Hyde Park and Roslindale.  These two neighborhoods had 28.8
percent and 21.0 percent minority residents, respectively, and had the
fifth and sixth highest income levels among Boston’s sixteen major
neighborhoods.  Although they were home to only 11.0 percent of
Boston’s population in 1990, 20.3 percent of the city’s SSP loans were
for homes located within their borders.  Of these loans, 74.4 percent
went to Black or Latino borrowers.12

Reproducibility

Regardless of how successful a program is in one locality, its value is
limited unless it can be replicated elsewhere, with appropriate modifi-
cations in response to variation in local circumstances.  The success of
the Boston Soft Second Program in serving as a model for Soft Second
Programs in many other cities and towns across Massachusetts suggests
that it may be reproducible on a broader scale as well.  

By year-end 2000, a total of 2,812 loans had been made through
Soft Second programs operating in 116 of the 350 Massachusetts cities
and towns outside of Boston.  These loans were originated by a total of
40 banks, 25 of which were active lenders during 2000.  The other
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SSPs, also administered by the MHP, have almost all features of the
Boston SSP, although in some communities loans are made at the mar-
ket interest rate rather than below.  MAHA has worked with nonprofit
organizations on Cape Cod and in the cities of Brockton, Lynn, and
Springfield to expand the program to those areas.  MHP has played a
leading role in expanding the program by educating city and town offi-
cials, bankers, and community groups in every region of the state.

In addition, statewide Soft Second lending commitments have been
a key subject of a series of negotiations between the state’s largest
banks and representatives from MAHA and the Massachusetts
Association of Community Development Corporations.  Starting with
the Fleet/Shawmut merger in 1995 and continuing with the
BankBoston/BayBanks, Fleet/BankBoston, and Citizens/USTr u s t
mergers, each statewide agreement has included significant commit-
ments to Soft Second programs outside of Boston.  Fueled by these
agreements and by the generally lower home prices outside of the
Boston area, communities other than Boston have accounted for almost
three-quarters (73.2 percent) of all Massachusetts SSP loans during the
last three years.  This is a major change from the program’s first five
years, when only one-third (32.6 percent) of all SSP loans in the state
were made outside of Boston (calculated from data in Table 10).    

Two areas of the state, Hampden and Hampshire counties in west-
ern Massachusetts and Cape Cod in the east, have been particularly
active. In both areas, the SSP benefits from the same type of nonprofit
sponsorship that it enjoys in Boston.  In the Springfield area, effective
advocacy by the Hampden-Hampshire Housing Partnership (HHHP)
resulted in its SSP program originating more loans than the Boston SSP
during the year 2000.  On the Cape, the Cape Cod Commission (CCC)
and the Hyannis-based Housing Assistance Corporation (HAC) have
embraced the program since 1992. CCC has achieved notable success
in getting local Cape Cod banks to participate in SSP.  In 1998, HHHP
and HAC, which had long provided homebuyer education classes and
post-purchase counseling, received training from MHP and MAHA
that enabled them to open HomeSafe centers that now serve SSP
homeowners in western Massachusetts and on Cape Cod. 

The Soft Second Program: Its Evolution Within a Changing Financial System

Although the basic outline of the SSP has remained the same through-
out its ten-year history, the program has also responded to and reflect-
ed several of the ongoing changes in the nation’s financial system.  In
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this section we review the relationships between the evolution of the
SSP and five major changes in its financial and institutional environ-
ment: the consolidation of the banking industry, the extension of CRA-
type obligations beyond banking, the continuing extension and refine-
ment of secondary mortgage markets, the growth of public-private part-
nerships, and the increase in predatory lending.  Table 11 offers a
chronological summary of important events and initiatives in the
Boston SSP’s ten-year history.

Banking Industry Consolidation 

Only one of the Boston SSP agreements reached between MAHA and
the banks was directly tied to a bank merger (the Bank of
Boston/BayBank merger of 1996).  Nevertheless, all bank commit-
ments were made in the context of a set of mergers that combined
Boston’s four biggest retail banks into a single institution during a
decade when bank regulators were, for the first time, taking their
responsibilities under CRAseriously.  Of the 12 banks that have partic-
ipated in the SSP, four (BankBoston, BayBanks, Shawmut, and
USTrust) have been absorbed in mergers with other participating banks.
Another bank, Hibernia Savings, was acquired by Eastern Bank after it
had joined the program but before making any loans.  Eastern, a much
larger institution, first entered the program by assuming Hibernia’s
commitment.  Finally, Sovereign Bank signed an SSP agreement with
M A H A when it entered the state by acquiring most of the
Massachusetts branches of Fleet that were divested during the
Fleet/BankBoston merger.

While these mergers among the biggest local banks were taking
place, MAHA sought to maintain options for homebuyers by expand-
ing the number of smaller banks participating in the Boston SSP.
Although agreements were successfully negotiated with a number of
smaller banks, most of these new program participants have so far orig-
inated only a handful of loans. However, there is one significant excep-
tion to the generally modest performance of smaller institutions. Boston
Private Bank and Trust Company, whose assets of $726 million as of
June 2000 were dwarfed by those of Citizens, Fleet, and Sovereign
Banks, has originated 181 SSP loans in Boston since joining the pro-
gram in 1996.  In 2000, it was the program’s largest single lender,
accounting for over one-third of all SSP loans in the city.
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Secondary Market Expansion

The first banks to commit to the Soft Second program sent MAHA the
message that if it wanted banks’participation over the long-term, it had
to get Fannie Mae involved.  MAHA began to negotiate with Fannie
Mae officials in 1991, seeking revised underwriting criteria for two-
and three-family properties.  They were unfamiliar with the role that the
area’s huge stock of two- and three-family housing had played in pro-
viding starter homes to generations of Bostonians.  They had recently
tightened credit standards on two-, three-, and four-family properties
nationally and were nervous about doing anything different in Boston.
After extensive negotiations, Fannie Mae and MAHAreached an agree-
ment in 1992.  Homebuyers would be able to include 75 percent of their
rental income when calculating the maximum monthly payments that
they could afford, subject to one constraint.  The monthly payment on
a two-family house could not exceed 50 percent of the buyer’s month-
ly income, excluding rental income,  and the monthly payment on a
three-family house could not exceed 50 percent of monthly income,
including rent from one of the two rental units.  Fannie Mae’s stamp of
approval gave banks the security of knowing that SSP first-mortgage
loans would be eligible for sale in the secondary market. 

Another major problem remained, however. Although the revised
underwriting standards made SSP loans eligible for purchase by Fannie
Mae, that agency insisted on a discounted price that was unacceptable
to the banks that originated the loans.  No matter how creditworthy
these loans were now judged to be, the fact that they had been made at
below-market interest rates made Fannie Mae unwilling to pay full
price for them.  On the other hand, the banks’ accounting methods
meant that sales at less than full price would have unacceptable impacts
on their financial statements.  As a result, the loans remained stuck in
the originating banks’ portfolios. 

Confronted with this impasse between the banks and Fannie Mae,
MAHA responded by working to create a local secondary market for
SSP first-mortgage loans.  This effort bore fruit in 1997 when the first
securities backed by SSP first mortgages were sold.  Packaged by
Fannie Mae, the securities offered a rate of return of 50 basis points
below the market level.  Savings Bank Life Insurance (SBLI) commit-
ted itself to buying $20 million of these securities over the next ten
years and had already fulfilled 40 percent of that commitment by the
end of 2000 by purchasing $8 million of securities backed by SSP first
mortgages originated by Citizens Bank.  CEO Robert Sheridan equates
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SBLI’s investment in “affordable housing” with the company’s own
mission, established by its founder Louis Brandeis, of providing
“affordable insurance.”   Subsequently, The Life Initiative, an invest-
ment entity established by Massachusetts life insurance companies,
became the second buyer of SSP mortgage-backed securities with a $6
million investment. 

Extension of CRA-Type Obligations Beyond Banking

It was no accident that these initial investments came from the insur-
ance industry.  Massachusetts has played a leading role in efforts to
engage non-bank financial companies in CRA-like activity.  For years,
MAHA and other community-based organizations had been engaged in
a campaign to require insurance companies to do a better job of meet-
ing the needs of lower-income and minority communities in
Massachusetts.  Their efforts to establish insurance counterparts of
HMDA and the CRA at the state level fell short of accomplishing this
ambitious goal.  Nevertheless, the campaign did result in the enactment
of two more limited laws as well as increased public and industry
awareness of poor insurance company performance in meeting 
local needs.  

Both the origins and the outcomes of this initiative are closely relat-
ed to Boston’s Soft Second Program.  MAHA’s studies of property-
insurance redlining and its community organizing, motivated in part by
difficulties that SSP home buyers had in obtaining homeowners’insur-
ance, set the stage for the 1996 passage of the country’s most comp r e-
hensive property-insurer disclosure law.13 In the aftermath of this legis-
lation, property/casualty insurance companies provided start-up finan-
cial support for MAHA’s HomeSafe program.  In addition, MAHA has
negotiated agreements with ten of the state’s top property-insurance
companies to offer graduates of these classes discounts of 5 percent to
15 percent on homeowner insurance premiums. 

MAHAwas also heavily involved in the campaign that called atten-
tion to the Massachusetts life insurance industry’s extremely limited
investments in affordable housing, small businesses, and community
development — either directly or through financial intermediaries that
had been established for that very purpose.  Although this campaign did
not bring about a full insurance CRA for Massachusetts insurance 
companies, it did result in significant legislation.  A 1998 law required,
as a condition of receiving long-sought tax relief, that the state’s life-
insurance industry and property/casualty-insurance industry each estab-
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lish an investment fund, capitalized at $100 million, to make CRA-type
investments throughout the state. 14 It was one of these funds, the Life
Insurance Community Investment Initiative (The Life Initiative), that
made the purchase of $6 million of SSP mortgage-backed securities
that was noted earlier — the fund’s largest single investment to date.
Since the passage of the 1998 law, life insurers have become more
engaged in promoting affordable homeownership.  John Hancock
Financial Services became the first sponsor of MAHA’s homebuyer
classes that was not a mortgage lender.  Savings Bank Life Insurance
has supplemented its purchases of SSPmortgage-backed securities with
financial support for MAHA’s efforts to reach out to more low- and
moderate-income homebuyers.

Growth of Public-Private Partnerships

Recent efforts to promote affordable housing or community develop-
ment have almost always involved partnerships between a variety of
public, nonprofit, and private entities. The SSP is no exception to this 
generalization and is, in fact, embedded in a particularly dense web 
of partnering relationships.  The nature and scope of these partnerships
may perhaps be best illustrated by following the path of a typical 
SSP homebuyer.

She would start by enrolling in a certified homebuyer counseling
class.  MAHA provides pre-purchase counseling to many Soft Second
participants, but potential buyers can also take any one of a dozen other
homebuyer classes sponsored by nonprofit organizations or by the city
of Boston.  The only restriction is that the class be certified by the
Massachusetts Homeownership Collaborative, a statewide partnership
of nonprofits, lenders, and government agencies that acts to set and
maintain standards for the proliferating number of homebuyer educa-
tion programs.  If our homebuyer attended a MAHA class, it would be
co-sponsored by Mellon New England, Fleet Bank, or John Hancock
Financial Services.  

Once the homebuyer selects a potential new home and chooses to
work with one of the eleven banks currently offering SSP loans in
Boston, the detailed paperwork necessary to prepare for closing is coor-
dinated by the Massachusetts Housing Partnership (MHP), the quasi-
public agency charged with administering SSP.  On closing day, the
homebuyer’s down payment and closing costs are reduced by financial
assistance from the city of Boston.  She agrees to a schedule of month-
ly payments that are substantially reduced by the below-market interest
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rate charged by the lender and by contributions from the Massachusetts
Department of Housing and Community Development, the city of
Boston, and the Federal Home Loan Bank of Boston that, since she
qualifies, reduce second-mortgage interest payments for the first ten
years.  State and city dollars also fund a loan loss reserve for her sec-
ond mortgage. 

The new homeowner becomes a member of MAHA’s HomeSafe
Resource Center (established with financial support from the property
insurance industry and MHP) and then attends the center’s Homeowner
201 class, co-sponsored by the city of Boston.  Her incentive to attend
is strengthened by the fact that course graduates are eligible for dis-
counts offered by property-insurance companies and by her local hard-
ware store.  As a result of this class, continued contacts with the
HomeSafe Resource Center, and the awareness generated by Boston’s
“ D o n ’t Borrow Trouble” campaign (a joint venture of the
Massachusetts Community & Banking Council [MCBC], the city of
Boston, Fannie Mae, and Freddie Mac that is described below), the
homeowner is able to avoid falling prey to home-repair or predatory-
lending scams.  Meanwhile, her monthly payments join all the others
that are carefully monitored for delinquency levels by MHP and
MCBC.  Any emerging concerns about the operation of the SSPare dis-
cussed by the representatives of the banks, community-based organiza-
tions, nonprofits, and government agencies that attend the regular meet-
ings of MCBC’s Mortgage Lending Committee. 

As long as the homeowner is making regular monthly payments,
her first mortgage may become part of a package of loans securitized
by Fannie Mae and purchased by The Life Initiative, the fund capital-
ized and operated by the state’s life-insurance industry. The original
lender retains servicing, which facilitates continued tracking of 
SSP loans. 

Expansion of Subprime and Predatory Lending

M A H A’s continuing contacts with SSP homeowners through the
HomeSafe Resource Center help the program to learn about and
respond to emerging problems, such as the recent increase in subprime
and predatory lending.  SSP homeowners are warned about predatory
lenders and unscrupulous contractors in homeowner education classes,
through featured articles in HomeSafe News (a newsletter mailed to 
all SSP homeowners), and, in some cases, through early delinquency
counseling.  MAHA’s counselors are in a position to dissuade home-
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owners from doing business with lenders seeking to strip the equity
from their homes.15

M A H A collaborated with the Massachusetts Community &
Banking Council and the city of Boston in developing, with the 
pro-bono assistance of a local advertising agency, an innovative 
homeowner education campaign entitled “Don’t Borrow Trouble.” 
The campaign warns homeowners about lending scams and easy, but
dangerous, credit through posters, subway advertising, public-service
announcements on radio and TV, brochures mailed by the city to every
Boston homeowner, and a city-sponsored “hot-line” phone number for
consultation and referrals.  The Massachusetts Bankers Association and
the state’s Division of Banks have cooperated in making the program
available statewide.  Boston’s “Don’t Borrow Trouble” program has
become a national model; with support from Freddie Mac, it is being
replicated in numerous cities around the U.S. 

Concluding Comments

For the last ten years, the Boston SSP has been a laboratory, of sorts,
for community groups, banks, insurance companies, and government
agencies.  The experience gained suggests several important lessons.
One such lesson is that success is a moving target. Accordingly, after
summarizing some of the lessons learned, the paper ends by identifying
challenges that are likely to confront SSP in the near future.

Lessons Learned

Grassroots involvement is crucial. From day one, the Soft Second pro-
gram has benefited greatly from an extraordinary degree of involve-
ment from low- and moderate-income members of MAHA.  Members
of MAHA’s Homebuyers Union were intimately involved in negotiat-
ing the details of the program, and they were the guiding force in chal-
lenging bankers and government officials to increase the affordability
of these loans.  Since that time, large community meetings have con-
vinced banks that there remains a large, grassroots constituency for
genuinely affordable home mortgages.  

You can’t stand still. As the financial system has changed around
the program, the SSP has changed and evolved as well.  It has grown
from three participating banks in 1991 to nine in 2001.  A homebuyer
can now get a loan from Fleet, the seventh largest bank in the country,
or from Hyde Park Cooperative, an $82-million two-branch bank.  The
program started with banks needing to retain both first and second
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mortgages in their portfolios.  Today, Fannie Mae and insurance com-
panies provide an outlet for the first mortgages.  The growth of preda-
tory lending has required creative responses. 

Get it in writing. Written agreements for SSP evolved from a one-
page letter from the bank to a ten-page Memorandum of Understanding
(MOU) that spells out many significant details.  These MOUs have
been useful for resolving questions that arise with the passage of time
and changing bank personnel.  The more formal documents have been
particularly valuable in merg e r-related negotiations conducted by
MAHA and other organizations.

When the agreement is signed, the work has just begun. That sage
advice was offered to MAHAin 1990, and the last ten years have borne
it out.  There have been countless hours of meetings to implement,
monitor, and renegotiate the agreements.  MAHA has added three new
programs (homebuyer counseling, HomeSafe, and foreclosure preven-
tion) to help support SSP.  It organized large community meetings
focused on the program in 1994, 1996, 1997, and 1999.

Partners are essential. Bankers have spent numerous hours in
boardrooms and community rooms discussing details of implementing
the SSP. The Massachusetts Housing Partnership, Boston’s Department
of Neighborhood Development, and other government agencies have
expended enormous time and energy to make the program a success.
Other neighborhood-based nonprofits have promoted the program
through outreach and workshops.  The Massachusetts Community &
Banking Council has been instrumental in monitoring delinquencies.
Public officials and private companies have provided financial support.
The list could go on.  The program has been inclusive and a wide vari-
ety of public and private organizations should share in the credit for the
SSP’s achievements. 

Challenges Ahead

Between 1990 and 1999, the share of Boston home-purchase loans
made by mortgage companies and other lenders not subject to CRA for
their Boston lending has tripled, from 21.9 percent of all loans at the
beginning of the decade to 61.9 percent at the end (Campen, 2000,
Table 7).  During this time, however, no mortgage company has seri-
ously explored the option of joining the Boston SSP. As barriers
between different financial industries continue to crumble, consumers
may soon be able to get mortgages from their insurance agents.  Public
comments by top officers of Boston’s biggest banks have raised the
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possibility that some institutions might decide to get out of the highly
competitive, low-margin business of making mortgage loans.
Increasing, or even maintaining, lender commitments to the SSP in this
changing institutional environment could be difficult.  

The declining number of Boston SSP loans in the last three years
reflects the impact of the sustained escalation of housing prices in the
city.  On the one hand, potential homebuyers find it increasingly diffi-
cult to find a house that they can afford.  On the other hand, the ceilings
on the prices of houses that can be purchased with SSP loans have
resulted in some buyers locating houses that they could afford with the
assistance of the SSP but that they cannot buy because their prices
exceed SSP maximums.  Early March 2001 increases in the price ceil-
ings, the second set of increases within a year, will provide some relief
from the latter problem but do nothing to address the underlying prob-
lem of the erosion of affordability by continually rising house prices.

However, under the most likely scenario leading to lower housing
prices — an economic downturn — the ability of potential homebuyers
to purchase new homes could be reduced more by falling incomes than
it is increased by declining house prices.  Furthermore, the ability of
SSP homeowners to continue to make their monthly payments in a
timely fashion could be seriously threatened by rising unemployment
and falling household incomes.  The Boston SSP’s low delinquency and
foreclosure rates have been achieved during the longest uninterrupted
economic expansion in U.S. history. The coming of a recession would
bring about the first real test of the sustainability of SSP homeowner-
ship during hard times.  

While these challenges are serious, the achievements and the adapt-
ability of the Boston Soft Second Loan Program during its first ten
years provide grounds for optimism about its ability to meet these and
other challenges bound to arise in its second decade. 

James T. Campen is Associate Professor of Economics and former 
chair of the Economics Dep a rtment at the Unive rsity of
Massachusetts–Boston. His publications include several studies of
mortgage lending in Boston and surrounding cities. He serves on the
boards of the Massachusetts Affordable Housing Alliance and the Fair
Housing Center of Greater Boston, and he was a member of the Federal
Reserve Bank of Boston’s Community Development Advisory Council
f rom 1996 to 1998. Campen has a Ph.D. in economics from 
Harvard University.
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Table 1
Accounting for the Low Monthly Payments of the 
Boston Soft Second Mortgage Program
(Example based on purchase of $150,000 house)

Monthly Cumulative
Payment Savings Savings

Comparison is to: Citizens Bank loan with 5% down, 
private mort. insurance, and 0-point rate of 7.375% $1,077 ---  ---  

No private mortage insurance necessary $984 $93 $93

2-point rate (although no points paid): 6.625% $912 $72 $165

0.5% below this market rate: 6.125% $866 $46 $211

Years 1-10: Second mortgage interest-only $837 $29 $240
 

The above savings are received by all SSP borrowers. 
In addition, some qualify for subsidy of second  
mortgage interest payments during years 1-10.  

Maximum subsidy is 75% of interest payment during  
years 1-5, phasing out in 5 equal steps in years 6-10. 

In this example, the monthly payments would be: 
                  Years 1-5: 75% subsidy 722$       115$       355$          
                      Year 6: 60% subsidy 745$       (23)$       332$          
                      Year 7: 45% subsidy 768$       (23)$       309$          
                      Year 8: 30% subsidy 791$       (23)$       286$          
                      Year 9: 15% subsidy 814$       (23)$       263$          

                 Year 10:    no subsidy 837$       (23)$       240$          

Years 11-30: Second mortgage amortizes over 20 yrs. $901 ($64) $176

   Citizens Bank interest rates and PMI costs as of 2/28/01; all monthly payments calculated by authors.
   See text for fuller explanation of elements of Soft Second Mortgage Program loans.

Boston’s Soft Second Program: Reaching Low-Income and Minority
Home Buyers in a Changing Financial-Services Environment
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Table 11
Timeline for Boston Soft Second Mortgage Program (SSP)

1990   SSP opens for business in November.

1991   Closing on first SSP-financed home-purchase in Boston in January.

1991   Closing on first SSP-financed home-purchase outside of Boston (in Quincy).

1991   MAHA’s first homebuyer education class begins.

1992   Fannie Mae and MAHA adopt underwriting guidelines for 2- and 3-family homes.

1992   MAHA begins full-time homebuyer counseling project, supported by The Boston Co.

1994   
Banks make initial multi-year commitments to SSP, at May public meeting attended by 300.  
(Larger meetings and bigger commitments follow in 1997 and 2000.)

1994   Purchase and rehab option added to SSP.

1994   Completion of homebuyer counseling course becomes a requirement for SSP borrowers.

1994   Federal Home Loan Bank of Boston makes first award/grant to SSP.

1994   Hyde Park Co-op Bank (1994 assets: $53 million) is first small bank to join SSP

1995   
Fleet-Shawmut merger is first of four major Boston bank mergers in 1990’s;  SSP is subject of 
negotions and agreement between banks and MAHA.

1996   
HomeSafe program begins, supported by property insurance companies. (It later obtains 
support from City of Boston, banks, and MHP.)

1996   Boston SSP loans pass the 1,000 mark.

1997   
SBLI becomes first investor in SSP-mortgage backed securities packaged by Fannie Mae.  (The 
Life Initiative — funded by life insurance industry — follows in 1999.)

1999   HomeSafe program expands to western Massachusetts and Cape Cod.

2000   
First MAHA homebuyer class to be sponsored by non-mortgage lender (John Hancock 
Financial Services).

2000   MHP increases purchase price ceilings for first time.

2000   “Don't Borrow Trouble” homeowner education campaign begins.

2000   Boston SSP loans pass the 2,000 mark.

2001   Gala at John F. Kennedy Library celebrates 10th anniversary of SSP.

2001   Massachusetts SSP loans pass the 5,000 mark

Acronymns:      MAHA is Massachusetts Affordable Housing Alliance; MHP is Massachusetts Housing Partnership (a quasi-
public agency);  SBLI is Savings Bank Life Insurance (a mutual insurance company).
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Notes
1 Listoken and Wyly (2000a, 2000b) provide an ambitious and informative survey of

key features of many of these programs.  Avery, Bostic, and Canner (2000a, 2000b)
describe what a detailed Federal Reserve survey of major banks revealed about the
characteristics, performance, and profitability of “CRA Special Mortgage
Programs.”  (In each case, the second reference is to a substantially shorter and less
technical summary of the primary article.)

2 Campen (1992) describes in considerable detail the actors, events, and issues
involved in “The Struggle for Community Investment in Boston, 1989-1991” that
resulted in the creation of the Boston SSP and many other initiatives.  Miara (2000)
provides an overview of the whole range of CRA-related programs and activities in
Boston during the decade that followed those initial struggles.  

3 We cannot claim to be impartial observers.  One of us, as MAHA’s executive direc-
tor, has been intimately involved in guiding the program’s development from the
beginning.  The other, although employed by the University of Massachusetts, has
been a member of MAHA’s board of directors for several years.  Although we have
not attempted to disguise our highly favorable view of the program, we have tried
to be objective in our analysis and to present enough information so that each read-
er will have a solid basis for reaching his or her own conclusions.  More than that,
we believe honest and critical reviews are essential  to inform changes that will be
necessary to ensure the SSP’s continued success.

4 This draft study, leaked to reporters, was abandoned by the Boston Fed and has
never been publicly released.  It should not be confused with two later Boston Fed
studies that also found evidence of racial discrimination in mortgage lending in
Boston — the first in lending to predominantly black neighborhoods (Bradbury,
Case, and Dunham 1989) and the second in higher denial rates experienced by black
and Latino individuals  (Munnell et al. 1992).  

5 The average price of the homes purchased in Boston during the year 2000 with SSP
loans was $137,500.  Condos were purchased for an average price of $111,200, sin-
gle-family homes for $126,600, two-family homes for $167,700, and three-family
homes for $177,500.

6 The rules for determining the amount of interest rate subsidy, if any, are complicat-
ed.  If total monthly payments (principal, interest, taxes, insurance, and condo fees)
are more than 28% of the borrower’s monthly income, the borrower is eligible for
an interest rate subsidy to bring his or her payment down to that level, subject to two
limits.  The first limit is that the subsidy cannot exceed 75% of the interest on the
second mortgage.  The second limit is that the total present value of the payment to
the loan loss reserve plus all payments for interest rate subsidies cannot exceed
$12,500.  The complete rules governing this and other aspects of the Soft Second
Program can be found at the Massachusetts Housing Partnership’s website:
www.mhpfund.com.  The authors are grateful for the patience and insight with
which the MHP’s Heather Hennessey has answered our many queries about SSP’s
rules and operations.  Her answers have been valuable in helping us calculate the
numbers that are presented in Tables 1 and 5.  We are also grateful to Reay Pannesi,
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from the city of Boston’s Department of Neighborhood Development, and Kevin
Mello, from the Massachusetts Housing Finance Agency, for providing data used in
this case study.

7 Homebuyers whose liquid assets at the time of closing, after paying three percent
of the purchase price as a partial down payment and all other closing costs, are equal
to less than two monthly payments are eligible for the full grant of two percent of
the purchase price.  Homebuyers with liquid assets equal to more than two month-
ly payments qualify for down-payment assistance after their own contributions to
the down payment reduce their liquid assets to that level.  Technically, the assistance
is not a grant; the money is provided as a zero-percent deferred loan that is forgiv-
en after the borrower has lived in the property for five years.  Otherwise, it must 
be repaid.  

8 As this brief historical review has indicated, all of Boston’s largest retail banks have
made commitments to the Boston SSP.  In particular, the seven top-ranking mort-
gage lenders among Boston banks, according to 1999 HMDAdata, have all signed
agreements with MAHA (one of these banks, Boston Federal Savings, has yet to
make its first SSP loan).  The statement in the Treasury Department’s recent Final
Report on CRAthat “In Boston, the top ten mortgage lenders forego the city’s soft-
second program…” (Litan et al 2001: 60) is not correct.  

9 The authors have observed the skill and persistence with which Heather Hennessey
has not only managed the expanding MHPdatabase in recent years but has also dra-
matically improved its quality and usefulness; this paper has benefited greatly from
her making available to us some of the fruits of her labor. The portion of the MHP
database provided to the authors contains the following information for each of the
4,924 SSP loans made in Massachusetts through year-end 2000: closing date,
lender, borrower income and (sometimes) race/ethnicity, and property location by
city/town and ZIPcode.  The coverage of the database should be complete, because
the agency’s central role in administering the program — for example, it authoriz-
es and disburses the payments that fund the loan loss reserves and provide interest
rate subsidies — means that no SSPloan is made without MHP involvement.  The
HMDA-SSP data was created by Campen in the process of removing the “double-
counting” of SSP loans in order to provide more meaningful analysis of mortgage
lending patterns in Boston (see, most recently, Campen 2000).  The double-count-
ing in HMDAdata arises because two mortgage loans are originated when a home
is purchased through the SSP program — a first mortgage and the “soft” second
mortgage.  Some, but not all, lenders, include both of these loans in their HMDA
Loan Application Registers.  While there is no explicit indication that a loan is an
SSP loan, these were located on the assumption that a pair of loans by the same
lender, with consecutive sequence numbers, to borrowers having the same income,
race, and gender, and for homes located in the same census tract, were in fact SSP
loans.  The HMDA-SSP database contains information on 1,240 first mortgages
that were part of pairs of SSPloans located in this way, a number equal to 58.7 per -
cent of the loans in the MHP database.  The HMDA-SSP database was used for
analysis of the race/ethnicity of borrowers (the MHP database lacks this informa-
tion for most borrowers) and for analysis of the distribution of SSP loans among
census tracts grouped by income level and racial composition (the smallest geo-
graphical units in the MHP-SSPdatabase are ZIP codes). 
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10 Every SSP borrower is now required to authorize his or her mortgage lender to noti-
fy a local counseling agency — MAHAfor those purchasing homes in Boston —
in the event that loan payments become more than 30 days delinquent.  Before this
authorization was required, lenders were prevented by privacy considerations from
giving the names of delinquent borrowers to counseling agencies that could contact
them and offer assistance.

11 The period is only nine years because this table is based on our HMDA-SSP data-
base, and 1999 is the most recent year for which HMDA data are available.  The
MHP-SSP database contains very limited data on the race/ethnicity of borrowers.
For the program’s first four years, data are reported only on the minority or non-
minority status of the borrower.  For the last five years, data are reported for spe-
cific racial/ethnic categories, but only for 38 percent of borrowers.  For the other 62
percent, no information on race/ethnicity is reported.

12 The numbers in this paragraph were calculated primarily on the basis of data not
shown in any of the tables in this paper and provide only a rough approximation to
the “true” numbers.  The income levels and minority population percentages of the
two neighborhoods were calculated for sets of census tracts that approximate the
neighborhoods as defined by the Boston Redevelopment Authority. The percentage
of all loans in these two neighborhoods that went to Blacks and Latinos is based on
the HMDA-SSP database, using the same sets of census tracts.  The neighborhoods’
percentage of total loans is based on ZIP code data from the MHP database.  The
resulting comparisons, although based on different data sets and varying definitions
of neighborhood boundaries, contain no obvious upward or downward bias and 
correspond to qualitative observations by individuals involved in the operation of
the SSP.

13 “An Act Relative to Insurance Redlining,” Massachusetts General Laws, Chap.
175, Sections 4A& 4B   <www.state.ma.us/legis/laws/mgl/175-4A.htm>. 

14 “An Act Insuring Community Investment and the Equitable Taxation of Insurance
Companies in Massachusetts,” Massachusetts General Laws, Chap. 63, Sections
29C — 29E.  (The act is available on the web now only as Chap. 259 of the Acts of
1998 <follow links beginning at  www.state.ma.us/legis/legis.htm>.)

15 Even though SSP homeowners have had time to repay only a small fraction of the
principal value of their mortgages, the large increases in Boston’s housing prices in
the last few years have resulted in many of them acquiring substantial equity in their
homes.

James T. Campen and Thomas M. Callahan
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EVA L U AT I O N O F C R A
Discussion Comments
David C. Fynn
National City Corporation

At the outset I would like to commend the Federal Reserve System for
its continuing support of this series of public discussion.  Too frequent-
ly one comes away from conferences with ideas and concepts of vary-
ing cohesiveness.  This series enables the participants to move ever
closer to information with which it is possible to make more definitive
statements and which can assist an informed basis for public policy.

Because I am neither an economist nor an academic, my comments
reflect the hopes, concerns, and perspectives of a banker trying to make
sense of this array of data and trying to influence public policy in mean-
ingful directions.  

The papers on which these comments are based fall broadly into
two categories.  

The first two papers are The Effect of the Community Reinvestment
Act on Bank and Th rift Home Purchase Mort gage Lending, b y
Belsky, Schill, and Yezer, and Assessing the Impact of the CRA on
Banking Institutions, Avery, Bostic, and Canner. These papers assess
the promise of contribution that was anticipated under the original, and
now reformed, CRA.  Both papers document the realization of that
promise.  Additionally, both papers raise important questions related to
public policy and long-term viability.

The final three papers are as follows: The Impact of Bank
C o n s o l i d ation on CRA Business Lending, by S a m o lyk a n d
Richardson; Community Organization and Community Reinvestment
Act Lending in Washington D.C., by Holyoke; and Boston’s Soft Second
Program: Reaching Low-Income and Minority Home Buyers in a
C h a n ging Fi n a n c i a l - S e rvices Env i ro n m e n t , b y C a m p e n a n d
Callahan. These papers deal with different aspects of community
access and structural change in the financial-services industry. 
They are more focused on specific program functionality than the first
two papers.  

I will comment briefly on each paper and then address a number of
broad strategic issues related to sustainability.
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General Observations

There is an assumption, common to all of the papers, that the 1995
changes to CRA were necessary and achieved the articulated objec-
tives.  Those objectives were to make the examination process more
objective, less burdensome, and more performance-based.  I would
assert that these objectives have yet to be tested.  There is a substantial
body of anecdotal evidence that this is not the case, at least for the larg-
er banks.  Regulators themselves have recognized that large banks have
seen an increase in “CRA-related burden" as a result of the 1995 revi-
sions.  At the same time, it is precisely these banks that have had the
greatest impact on the larger urban communities where the greatest
need for renewal exists.  

Examinations continue to take far too long and the examination
process is increasingly removed from the day-to-day business lines that
are the target of the evaluations.  This is partly due to definitional
issues.  It is also because the data evaluated are two-to-five years old by
the time a Performance Evaluation is published.  Each time the agen-
cies publish new guidelines through question and answer documents
the process becomes more complex and cumbersome.  During an exam-
ination it is now necessary to correlate which guideline was in effect at
the time of each specific historical event.   

Examinations are not noticeably more objective.  Bankers argued at
the time of the revisions that too great an emphasis on objective crite-
ria would lead to credit allocation.  They also argued that the
Performance Context should be the forum to articulate all of the rela-
tive priorities and competitive issues.  Recent examinations do not
appear to give the Performance Context the weight that was attributed
to it in the guidelines.  

Notably absent from any of the papers is an analysis of the impact
that externalities have had on the data.  For example, what has been 
the impact of the recent strong economy or the changing role of 
the regulators?   

Finally, all of the authors address a variety of challenging data
issues.  Data adequacy will likely never be settled to the satisfaction of
all parties.  From the industry perspective, data costs money.  More data
costs more money, and those costs will be reflected in the costs of cred-
it to all borrowers.  Every time a new data element is changed or added,
every system related to that loan category must be changed, and all of
the tools used for evaluation must reflect the changes.  Some lenders
estimate that each record reported in the Home Mortgage Disclosure

David C. Fynn
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Act data costs up to $14.  This cost will only increase as we add new
fields.  From the academic perspective there may never be enough of
the right data to research the specific point in question.  It is imperative
that we balance the desire for additional data against the costs of gen-
erating it.   Every dollar spent to collect data diverts resources that oth-
erwise can be used to support development that impacts individuals,
neighborhood by neighborhood.  This is particularly important at a time
when financial institution stock prices are under pressure.

A Discussion of the Papers

The paper, by Belsky, Schill, and Yezer, should be encouraging to even
those most skeptical of the process.  This analysis concludes that CRA
lenders, even net of acquisitions, outperformed non-CRA lenders in
expanding access to home mortgage credit.  This i s the 
heart of the issue.  This is the evidence that CRA has, in fact, had the
intended impact.  The paper entertains the possibility that this is a zero-
sum game and that these gains have only lowered the share of other
market players.  Even if this is so, our response is “Hallelujah!”  The
result has moved borrowers toward the financial mainstream.  This, by
itself, is a valid and sufficient public purpose.

A significant concern with this paper, one that is recognized by the
authors, is that the “CRA Impact Variables” (low- to moderate-income
share and lender agreements) are far from adequate.  In many cases,
lender agreements are the result of CRA challenges that leverage the
position of the challenger rather than addressing legitimate perform-
ance criteria related to a particular financial institution.

The study finds that higher CRA lending is correlated with higher
secondary market purchases.  It would be interesting to know if this is
true for all markets, or if this is a phenomenon related to the size of a
Metropolitan Statistical Area.  It would also be interesting to explore
the urban/rural observations related to this data.  Finally, it would be
useful to examine the impact that bulk purchases, as contrasted with
flow purchases, might have on the conclusions.  Flow purchases would
focus on the “originating transaction“ which has a direct, tangible
neighborhood impact.  In the opinion of this discussant, it is the origi-
nating transaction that should be the focus of the CRA examination
process.  The data to research these issues would be available in the
existing public data set.  There are subsequent bulk purchases that
should also be considered in the examination.  These would include a
purchase from a nonprofit or from a small community lending entity.  In
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these cases the purchase facilitates additional lending in a real sense.
Purchase transactions that expand the availability of affordable credit
should be included in CRA evaluation.  The burden of making the case
should reside with the purchaser and should be presented in the
Performance Context. 

Avery, Bostic, and Canner begin an important discussion that
relates directly to long-term sustainability. Again the authors recognize
the significant challenges related to the appropriateness and availabili-
ty of data.  This paper represents an innovative and flexible use of the
survey required by the Financial Modernization Act of 1999.  The con-
clusions broadly reflect what many financial institutions have known
for quite some time:  CRA is a complex process and some product seg-
ments are not profitable.  Some financial institutions reported in the
survey that certain product lines, necessary to CRA, are not profitable.
Thus, CRAmay result in both benefits and costs for a single institution.
This is not news to the financial institutions.  This paper takes a neces-
sary step toward bringing this topic into the arena of public discussion.
Financial institutions themselves have not wanted to deal with this
issue.  In some situations, others have interpreted such an admission by
a financial institution as an attempt to undermine CRA i t s e l f .
Somehow the industry seems to have convinced itself that all of the
business related to CRA has been good business, and even if a product
was not profitable it was justified by the community purpose.  

The conclusion that community development lending is almost
always profitable is intuitively reasonable.  Even here this discussant is
aware of transactions that have been priced below a financial institu-
tion’s cost of funds.  Irrational as this may seem, these transactions
were justified by the community impact.  They are not sustainable.  In
some circumstances this is the result of competitive pressure, in others
the decision is the result of not wanting to be the “difficult" partner.

Typical accounting systems are not structured primarily to support
CRA.  The result is that it is very difficult to get accounting data that
reflects “CRA lending" as defined in the survey.  Many, if not most,
financial institutions do not manage CRA as a line of business.  CRA
by itself is not a sufficient reason to make any loan.  There is evidence
to suggest that when the industry has erred in this direction, the results
have been elevated delinquency and losses.  The other limitation pre-
sented by accounting systems is that they reflect neither the opportuni-
ty costs nor appropriately weighted, fully loaded costs from a CRAper-
spective.  Theoretically, all of the costs associated with CRA should be
included in the evaluation of marginal lending that is the  result of 

David C. Fynn
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CRA requirements.  How can one estimate what portion of loans 
to moderate or lower-income borrowers have only been made as the
result of CRA?  

The authors imply that financial institutions know where the hurdle
lies between a Satisfactory and Outstanding rating.  The questions in
the survey suggest that lenders know which loans were made, or which
products were offered, in order to get an Outstanding rating.  The
process of CRA, however, is not one that lends itself to exacting stan-
dards such as this.  For a variety of reasons, what works 
in one community does not necessarily produce the same results 
in another.

A key question that this paper begins to address is whether or not
the economic model required for CRA rewards irrational practices that
lack sustainability in the long run.  This is an important concern and one
that deserves additional thought and research.  

Samolyk and Richardson have identified a correlation that, while
it clearly has CRA implications, may not be the result of CRA or a
financial institution’s commitment to CRA.  This paper concludes that
banks experiencing merger activity have lower CRA-related loan
growth than inactive banks.  This topic deserves additional investiga-
tion to validate the conclusions and to differentiate the causative fac-
tors.  For example, is this conclusion related to organizational change,
a function of size, or perhaps name recognition?  Would there be dif-
ferent conclusions in rural markets when compared to urban markets?

The definition of “small business and small farm,” for CRA pur-
poses, is less well-suited to the business model than are the mortgage
lending definitions.  The use of the Call Report definition, which does
not report any loans secured by residential real estate, distorts the con-
clusions that can be drawn.  The smallest business purpose loans tend
to be overwhelmingly secured by residential real estate since this is fre-
quently the only available collateral.  A follow-up study in three to five
years might determine whether the conclusions were related to the
process of change or somehow related to institutional structure or size.

The final two papers, both written from the perspective of commu-
nity activism, accomplish a number of objectives.   Campen and
Callahan provide a useful reminder of how far we have come.  This
paper documents that it takes multiple entities, all focused on the same
objective, to make significant progress.  The story of the Boston Soft
Second Program is a testament to the tenacity of devoted neighborhood
advocates.  It is also, however, documentation of the continuing need
for government participation at every level in the process of communi-
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ty development.  Without continuing public subsidy, many similar pro-
grams have limited long-term viability.  I would differ with the author’s
conclusion that bank CRA ratings result from signed agreements.
Examiner Guidelines specifically do not examine or enforce 
these agreements.  

A future paper that explores the full costs and benefits of these
types of community-focused programs would help to quantify the true
social impact.  How many individual households need to be impacted,
in what ways, and at what cost per household, for a positive entry in the
social ledger?  We will have made true progress when we can have
meaningful public discussions on this topic without either side drawing
premature conclusions about the other’s objectives.  To the extent that
the common objectives in any given community remain obvious to the
parties, continued progress will be made.  This conference facilitates
that process.  

The analysis of lending and political activism in Washington D.C.
by Holyoke makes a number of assumptions about financial institutions
that are not substantiated.  The paper asserts that financial institution
behavior is predicated on the knowledge of future acquisitions.  This is
not the case.  Even if it were, it is simply not possible to change corpo-
rate culture related to community development to meet each new
opportunity in this way. The paper stated that “lending in neighbor-
hoods with Community Development Corporations (CDCs), particular-
ly ones specializing in financing such as Community Development
Finance Institutions (CDFIs), make the probability of default less like-
ly.”  There is no evidence presented to support this conclusion.  

This paper, however, leads this observer to the same conclusion as
the prior paper.  Lending results appear to be the result of multiple
forces, including banks, government and CDCs with capacity, all
focused on the common objective of improving the neighborhood.
Where this occurs, the process makes significantly more progress than
where both resources and energy are consumed by any one party seek-
ing its own advantage.   

Conclusions

The presentation of this group of papers comes as we approach the
review of CRA in 2002.  The questions are timely.  Given the likelihood
of an economic slowdown, given also the changing political environ-
ment, it is essential that CRA discussions center on sustainable behav-
ior.  It is appropriate to examine how much of the new CRA lending 

David C. Fynn
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has been facilitated by the low unemployment and economic strength
of the past decade.  It is appropriate that we begin to understand 
that financial institutions with low portfolio delinquency have been
able to carry marginal and unprofitable product segments because of
their commitment to CRA.   Those circumstances may be changing as
we enter a new decade.  

Sustainable behaviors must recognize and balance both the needs
of the neighborhoods and the actual costs incurred by all parties.  CRA
imposes an artificial economic model that can cause irrational decisions
by the participants.  When this occurs, we need to be able and willing
to recognize it, deal with it, and move on without questioning each
other’s motives.  What appears to be lacking is an articulation of the
objective or criteria for success.  This should be defined in terms of
direct, tangible neighborhood impact.  

Significant progress has been made in challenging traditional
underwriting norms.  We now know that loans can be made on a prof-
itable basis to borrowers with less than 20 percent down.  Indeed, we
have large volumes of lending at 95 percent and 97 percent loan to
value that are actively sold every day into the secondary market.
Financial institutions and the secondary market now have mortgage
data that relates delinquency to downpayment.  Many neighborhood
directors are concerned that lending to borrowers with no money down
does not build neighborhood strength.  Regulating agencies have come
to understand that poor neighborhoods cannot thrive without the pur-
chasing power that results from economic integration.  Banks are more
cognizant of the neighborhood concerns related to “gentrification.”   

Future research should examine how large the CRA market seg-
ment might be.  Are there theoretical limits to growth in this market,
and is this a zero-sum process?  Responsible lenders are now able to
offer a mortgage product to any qualified borrower who has access.  Is
it possible that the recent debate about irresponsible lending (i.e. preda-
tory lending) is a debate fundamentally focused at the most marginal
borrower?  Are there elements of the predatory-lending discussion that
suggest we are approaching the outer limits of the affordable-mortgage
market?  This is not intended to imply that fraud and customer abuse
have not occurred in specific situations.  

An honest public discussion related to the true cost/benefit equation
will assist us in articulating a focused and positive way forward that
benefits communities and allows for rational decisions that have long-
term sustainability. This will help to clarify the objectives and, there-
fore, assist in retaining all of the necessary partners at the table. 



407

EVA L U AT I O N O F C R A
Discussion Comments
James W. Head
The National Economic Development & Law Center

Let me say, in general, that I believe all of the papers contribute to a
healthy discussion of critical issues related to the evaluation of the
Community Reinvestment Act (CRA), and I commend all the authors
for excellent papers and presentations that continue to stimulate our
thinking on CRA.   That said, let me give you a few specific comments
based on my readings, the presentations, and some of the questions that
have been raised during today’s discussions with the papers’ authors.   

The first paper, The Effect of the Community Reinvestment Act on
Bank and Thrift Home Purchase Mortgage Lending, considers the
extent to which the Community Reinvestment Act has led institutions
under its authority to increase the number of home purchase mortgage
loans to low- and moderate-income borrowers and neighborhoods.
The paper identifies the early 1990s as a point at which significant CRA
activities began to occur and identifies a number of reasons for that
benchmark in activities.   

Those reasons include experimentation with new products at the
urging of community groups, public availability of CRAratings, expan-
sion of available lending information through the Home Mortgage
Disclosure Act, the first-time denial of a merger for CRA reasons, the
strengthening of CRA regulations in the mid 1990s, and the accelera-
tion of merger activities within the financial industry.

I would suggest that there were two additional reasons for these
activities.  First, the late 1980s to early 1990s was a time when we had
significant community capacity to participate in partnerships with
financial institutions and others through Community Development
Corporations (CDCs), Community Development Financial Institutions
(CDFIs), and other community-based entities.   This greatly increased
the ability of financial institutions to get CRA-related products out and
tested without prohibitive costs to the financial institutions.   Second, in
the mid- to late-1980s, we were emerging out of a period, when the sav-
ings and loan restructuring (some would say “bailout”) was occurring,
and the public was seeking some identifiable return (quid pro quo) for
the massive infusion of public dollars being devoted to that segment of
the financial industry.   Other financial institutions were feeling a need



408

to demonstrate their concern for community financial issues and were
more than willing to invest in programs that would show their commit-
ment to these issues.   

The paper concludes that the evidence on lending patterns thus far
is consistent with the proposition that CRA does have a positive effect
on low- and moderate-income lending by financial institutions under 
its authority.   However, the paper notes that its analysis does not
address the question of whether lending to low- and moderate-income
borrowers and communities is increased overall by CRA.  Let me go
out on a limb on this one and say what the paper does not.  “CRA has
had a direct effect on the overall lending of financial institutions to low-
and moderate-income borrowers and communities, and increased merg-
er activities have had a direct effect on the willingness of financial insti-
tutions to do CRA lending.”  While I have no hard data to back up that
statement, I don’t think anyone in this room would disagree with me.

The second paper, Assessing the Impact of the CRA on Banking
Institutions, tries to answer the age-old question of whether CRA lend-
ing is profitable.   Given the data available, the paper does a very good
job in breaking down the different aspects of profitability and deter-
mines that, based on a number of definitions of profitability, a signifi-
cant minority of institutions experienced at least some loss, and a sig-
nificant number incurred no loss.   Virtually every financial institution
surveyed reported that at least some of their CRA lending was prof-
itable.   In layperson terms, few financial institutions reported losses in
their CRA lending, and nearly all reported some aspect of profit.   This
is encouraging news and, for a number of us, not surprising.   Those
who have conducted economic analyses of the aggregate dollars flow-
ing into low- and moderate-income communities have found that con-
trary to popular belief, strong sources of capital do exist in these com-
munities.   Additionally, surveys of the payment patterns and histories
of borrowers have found that low- and moderate-income borrowers are
much more likely to be timely than others in their loan payments.   

However, the question of profitability may not be the right question
we should be asking.   The more important question is what is the over-
all value of CRA lending to both the community and to financial insti-
tutions.   As the paper suggests, there may be a number of reasons a
financial institution engages in community development lending.   As
with any company, profit is but one of a number of motives around
which the company builds activities.   Other motivating factors include
image, competitiveness, senior management philosophy, etc.  I agree

Evaluation of CRA
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with the earlier question-and-answer discussion suggesting that what
may be more important to us is the issue of where this lending is being
done successfully, and how to share and replicate that success.   While
the paper points out the complexity of coming to final conclusions over
the question of profitability, its conclusions show no major areas of loss
by financial institutions engaged in CRA lending and should allow us
to move past profitability and on to other important questions.

The third paper, The Impact of Bank Consolidation on CRA
Business Lending, focuses on CRA in the business lending context.
This is a critical area to examine because the work of my institution
finds that small business lending is critical to creating economic 
stability in low- and moderate-income communities.   The paper uses
the relatively new CRAsmall business loan data to examine how CRA-
related business lending has been affected by bank merger activity 
during the late 1990s.   The paper studies changes in CRA lending by
financial institutions as a whole as well as how a consolidation or 
merger affects lending to the markets that comprised the financial insti-
tution’s service area before the consolidation or merger. The paper
concludes that financial institutions experiencing merger activities had
systematically lower CRA-related loan growth than inactive financial
institutions.  However, the merger-related effects appear to be associat-
ed with a general decline in small business lending rather than a shift
away from low- to-moderate-income areas or very small businesses.
The paper also found that merger-related effects can differ for urban
and rural markets.   I’m not quite sure what this means.   What I do
know is that more small business lending is needed in low- and-mod-
erate income communities, not less.   So if the paper’s conclusions sug-
gest that there is a slowing of these activities either because of merger
activities or because of other economic and market forces, there is
cause for concern and we should explore ways to stimulate greater
small business lending.

The fourth paper, C o m munity Orga n i z ation and Commu n i t y
Reinvestment Act Lending in Washington, D.C., looks at the impact of
CRA results from an advocacy strategy versus a community develop-
ment infrastructure strategy. The paper suggests that more CRA lend-
ing can occur when the community has a community development
infrastructure available to work with financial institutions.   It also sug-
gests that political involvement by the community translates into more
loans.   While agreeing with the paper, I believe that for CRAto be fully
effective, the community must combine advocacy with developmental
capacity.   Regarding political activity and the correlation to more

James W. Head



410 Evaluation of CRA

loans, I think that the greater driver regarding lending activity is ulti-
mately the market.   With the right infrastructure, the market itself will
generate many more opportunities for lending than political advocacy
or action.   In many communities, the political advocacy or action is
directed at financial institutions with the desire to force them to take
certain actions, usually to make more loans  than before.   I would argue
that this is only a part of what will be necessary for needed capital to
flow into low- and moderate-income communities.  Political advocacy
or action is also needed to ensure that the community has the ability to
fully utilize the capital offered by financial institutions and are able to
leverage that capital from other public and private sources.  This
includes public investment in the community infrastructure necessary
to partner with and assist financial institutions in delivering the capital
and support needs of the community to fully utilize the capital.   

The final paper, Boston’s Soft Second Program: Reaching Low-
Income and Minority Home Buyers in a Changing Financial-Services
Environment, is the type of case study needed to demonstrate the impact
of CRA-related lending.   It is a homeownership mortgage program that
combines two mortgages to offer homeownership to some of Boston’s
poorest residents.   The paper provides a compelling story of how advo-
cacy and leadership from both the community and financial institutions
have crafted a program that works.   It also confirms that, to be suc-
cessful, you need contributions from all three sectors: the community,
financial institutions, and government.   It also identifies a number of
challenges that can directly impact the success of such a program.   One
is escalating housing prices.   This calls for some thought about land
banking and other strategies for ensuring that homeownership will be
available to low- and moderate-income families in the future.   Another
challenge is rising unemployment and falling household incomes
impacting the ability of homeowners to continue to make timely mort-
gage payments.   A third challenge is the ability to sustain a strong econ-
omy, a theme throughout a number of the papers over the last two days.

Conclusions 

Let me now offer some concluding thoughts based on all the papers and
then some comments about additional areas for research and explo-
ration.   First, in trying to look at the financial impact of CRA lending,
we should not underestimate its contribution to the development of the
community development lending infrastructure.   While much of the
resources for that infrastructure have come from other sources (The
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Department of Housing and Urban Development, Treasury, founda-
tions), financial institutions have made significant contributions to that
infrastructure, both with capital and operational support.   There is
value added to that infrastructure, both in terms of how it serves the
community and the financial institution industry, that usually will not
be factored into a cost-benefit analysis of profitability.

Second, the question of whether low- and moderate-income house-
holds can be attractive markets for financial services is a difficult one
to answer.   I believe the ultimate answer may be no, otherwise this
market would have been captured some time ago.   Financial institu-
tions have not yet been able to achieve the volume and cost contain-
ment necessary to offer these services to low- and moderate-income
people at an acceptable profit margin, relative to concentrating on more
profitable middle- and upper-income markets.  In order to do so, sig-
nificant incentives would need to be provided.   Those of you who have
been doing this work for some time will remember that many years  ago
we were having this very conversation about community development
lending.   Then, the questions were much less about profitability, but
whether this kind of lending could be done at all.   The paper by Avery,
Bostic, and Canner suggests that we have made significant progress
with community development lending, and that conclusion is demon-
strated by the fact that you don’t hear the questions about community
lending today that we heard then.   

Part of the reason is that many financial institutions have commu-
nity development lending programs not only for profit, but also as part
of being good corporate citizens and for visibility and marketing 
purposes.   For example, I am sure financial institutions consider the
marketing value of attracting middle- and upper-income customers who
are appreciative of the fact that the institution is making special efforts
to invest in low- and moderate-income communities.   I know that I take
that factor into account when making choices about where to bank, and
I’m sure many of you do the same.   Having the “good corporate citi-
zen” seal of approval has never hurt the image and marketing appeal of
a financial institution, and for many it translates into a direct competi-
tive edge in the effort to attract customers.  Also, many institutions
understand the concept of a double bottom line in banking.   It is pos-
sible to do good while doing well.   Yes, banks are in business to make
money, but the discussions over the past two days have highlighted the
importance of access to financial services in helping people move out
of poverty and toward self-sufficiency.

We also may need to think about and clarify our goals and end

James W. Head
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products in CRA.   Is the end result to develop financial-services prod-
ucts for new markets (low- and moderate-income), or is it to create
ways for low- and moderate-income persons to move into the financial
mainstream?  Are these end results contradictory, or compatible?
Picking up on yesterday’s discussion about the unbanked, are we okay
with the creation of a two-tiered system of banking in which you have
check-cashing companies providing checks for cash, payday loans,
money orders, and bill-payment services for low- and moderate-income
customers, and traditional checking and savings products provided by
financial institutions to middle- and upper-income customers.   As yes-
terday’s discussion indicated, the current check-cashing and payday
loan structure has a significant negative impact on the opportunity for
low- and moderate-income households to save.   If savings and wealth
creation are in fact part of the formula for moving people out of pover-
ty and towards self-sufficiency, this two-tiered system negates that
opportunity.   I suspect that our end goals have to again incorporate a
dual purpose and result:   To stimulate and create financial services
markets for low- and moderate-income households that allow financial
services institutions to enter and get a financial return, while at the
same time allowing households to move toward more traditional bank-
ing services as their incomes rise and they move towards self-suffi-
ciency.   I also recognize this is an extremely difficult task.

Before closing, let me suggest a number of additional areas of
research and exploration for future conferences.   First and most impor-
tantly, we must expand our research to focus much more intensely on
the financial-services needs of rural communities.   Their problems,
while perhaps not of the volume expressed in urban centers, are even
more complex because of the limited resources available to solve them.
All of the issues discussed over the last two days are occurring in rural
areas and need a separate analysis and formulation of solutions.   

Second, a more comprehensive body of research is needed on the
current and future impact of technology on CRAand access to financial
services.   This is the next sleeping giant waiting for us.   Third, we
should look to explore in more detail the value of diversity in improv-
ing financial services to all communities.   This issue surfaced in an
ancillary way yesterday during the discussion on relationship banking.
The point was made that the strategy of creating greater diversity of
African-Americans and women in one particular financial institution
resulted in an increase in lending activities to African-Americans and
women.   While a small point, I believe this has significant promise as
a solution to the continuing perception (if not reality) of disparate lend-



413

ing to minorities and women.   Last, we should seek to research and bet-
ter understand the impact of the economy on CRA lending and finan-
cial services.   If you read all the papers closely, and I’m sure you did,
you will remember that a number of them raised the issue of how some
increased lending activities to low- and moderate-income people are
tied to the sole factor of a strong economy. And we’ve certainly had
that for the past eight to 10 years.   How CRA lending may be affected
by a less robust economy is not known.   The next few years may offer
an unexpected opportunity to test this premise as our economy cools
and lending activity tightens.

Let me make one response to the comment from the floor that we
need to spend more time understanding the true cost of CRA compli-
ance and that maybe this would require some changes in the Act.   This
would not be a true CRA conference without someone bringing up the
burden and costs created by the paperwork and our need to reduce or
eliminate CRA to lessen that burden.   I agree that we should continu-
ally seek ways to reduce the CRA-related paperwork and costs associ-
ated therewith, which would also allow those resources to go into even
greater delivery of financial services to low- and moderate-income
people.   I also believe that we need to devote more attention to the suc-
cesses we are having in CRA lending, and to share and make visible
those successes in a much more active way.   I can think of no better
message or statement for CRA than one that conveys the significant
impact that this lending is having in communities and for financial
institutions, and I believe this would make it much easier to have a
meaningful discussion among financial institutions, community advo-
cates, and public officials regarding changes to CRA.   I also believe
that the financial institutions community should play an active leader-
ship role in identifying and publicizing these successes, and I think that
the American Bankers Association should help to lead this effort. 

James W. Head
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CO M M U N I T Y AF FA I R S
AT T H E FE D E R A L RE S E RV E
Each of the 12 Federal Reserve Banks in the Federal Reserve System
has a Community Affairs Office that provides financial institutions with
information on the Community Reinvestment Act, community and eco-
nomic development, and issues related to credit access. The Community
Affairs Offices also provide resource information, technical assistance,
and regulatory guidance to community-based organizations, govern-
ment entities, and a wide variety of other organizations engaged in
community and economic development. 

Community Affairs fosters collaboration and provides information
for the improvement of communities and the lives of the people who live
in them.

Mission
The mission of the Community Affairs program is to support the
System’s economic growth objectives by promoting community  devel-
opment and fair and impartial access to credit.

Products and Services
Each Federal Reserve Bank Community Affairs Office (CAO) develops
specific products and services to meet the informational needs of its
regional market.  These information products and services fall into
three major areas.

Publications
The CAOs issue a wide array of publications.  These include newslet-
ters that highlight community reinvestment activities, profiles that
assess the credit needs of communities and identify programs that help
banks meet those needs, and special publications that cover topics such
as fair lending and small business technical assistance.

Conferences, Training, and Presentations
The CAOs sponsor and participate in a variety of public forums that
provide information and guidance on CRA-related requirements, com-
munity investment and development opportunities, and model pro-
grams and resources from around the country.
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Technical Assistance
The CAOs provide a wide range of technical information on communi-
ty and economic development, including information on the creation of
multibank community development corporations, public/private afford-
able housing development partnerships, and small business lending.

Federal Reserve Districts

1 Boston 
www.bos.frb.org
(617) 973-3227

2 New York
www.ny.frb.org
(212) 720-5215

3 Philadelphia 
www.phil.frb.org
(215) 574-6458

4 Cleveland
www.clev.frb.org
(216) 579-2846

5 Richmond
www.rich.frb.org
(804) 697-8447

6 Atlanta
www.frbatlanta.org
(404) 498-8500

7 Chicago
www.chicagofed.org
(312) 322-8232

8 St. Louis 
www.stls.frb.org
(314) 444-8646

9 Minneapolis
w w w. m i n n e a p o l i s f e d . o rg
(612) 204-5500

10 Kansas City
www.kc.frb.org
(816) 881-2687

11 Dallas
www.dallasfed.org
(214) 922-5377

12 San Francisco
www.frbsf.org
(415) 974-2978

Board of Governors
www.federalreserve.gov
(202) 452-3378

Visit our web sites for
detailed information on
each Bank’s Community
Affairs program.

San Francisco Kansas City

Minneapolis

Dallas

■
■

■

■

Chicago Boston

New York
Philadelphia

Richmond

Atlanta

Cleveland■ ■

■

■

■

■

St. Louis
■

■

★

12

10

9

7

6

5

3

2
1

4

11

12

12

Board
of Governors

Community Affairs at the Federal Reserve



419

Notes



420

Notes


