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In recent years, commercial banks have moved toward automated forms
of underwriting and away from the judgmental review of loan applica-
tions.  This paper employs unique bank loan-level data from a scoring
lender to assess the impact of different underwriting approaches on
applicant outcomes. To determine whether automated underwriting
exhibits a potential “disparate impact” across income strata [high-
income versus low- to moderate-income (LMI)], we compare outcomes
created under two scoring approaches relative to a “judgmental”
underwriting approach. We find that strict application of this custom
scoring model leads to higher denial rates for LMI borrowers when
compared with both a naive judgmental system and a bureau-scoring
approach. We also identify the custom scorecard variables that produce
the disparities in applicant denial rates. These results suggest that
financial regulators should focus more resources on the evaluation 
and study of customized scoring models. Future research should exam-
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ine additional ways to reduce or minimize these denial differentials. For
example, in testing alternative scoring approaches, the institution or
agency should include an assessment of the impact of employing non-
traditional creditworthiness variables (e.g., rent or utility payments) on
the approval/denial decision for LMI applicants relative to upper-
income applicants.

Introduction

Statistically based credit decision-making systems were pioneered dur-
ing the late 1950s but only saw mainstream use during the 1990s as the
depth and breadth of electronic credit information increased.1 These
statistically based techniques are commonly referred to as “credit scor-
ing” models.  Initially, scoring models were employed in the consumer-
credit portfolios of most major banks and credit card issuers to increase
the speed of the credit decision, enhance the uniformity of the decision
process, and reduce the overall costs of decision making. The relative
homogeneity of this type of credit and the wide availability of per-
formance data on applicants made the initial implementation of scoring
models by these lenders successful and profitable.

In recent years, scoring models have migrated to other areas of the
lending portfolio, including mortgage and small business loans.  In fact,
the use of credit scoring models has become widespread in the mort-
gage-lending industry over the past 10 to 15 years.  In addition to its use
in the underwriting process, credit scoring is also employed by second-
ary market purchasers of mortgage loans as a means of pricing credit or
default risk, including development and use of such models by the gov-
ernment-sponsored enterprises (GSEs) and by providers of private
mortgage insurance.

The growing importance of credit scoring in the allocation of mort-
gage credit led to the current debate about scoring’s impact on the flow
of credit to certain segments of the applicant population.  Proponents of
credit scoring and of the “automated underwriting” process that bene-
fits from its use, argue that it lowers the overall cost of making credit
available to consumers, while simultaneously increasing the speed and
objectivity of the underwriting decisions.2 For example, Calem and
Wachter (1999) argue that scoring benefits lenders and borrowers alike
by increasing the efficiency of the credit review process and reducing
the likelihood of delinquency.  Detractors of credit scoring models
argue, however, that the underwriting variables employed and the
weights assigned to each variable are based on the payment perform-
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ance of traditional consumers.3 As such, scores generated by these
models may not accurately portray the creditworthiness of underrepre-
sented groups in the applicant pool, such as low-income and minority
applicants — groups that constitute a larger fraction of first-time home
buyers.  In particular, scoring models typically omit certain nontradi-
tional indicators of credit performance, such as rent and utility payment
histories, which are important components of credit performance for
many low-income applicants.4 A primary conjecture of this paper is
that custom credit scoring systems that employ application-level infor-
mation in addition to credit report data yield a disparity in low-income
denials relative to upper income denials, since these scoring systems
neglect compensating factors, or additional creditworthiness-related
attributes, that are more common for low-income applicants.5 To test
this hypothesis, we employ unique data on unsecured, home improve-
ment loans from a large lender using an overlay system of both custom
and credit bureau scores in the underwriting process.6

Credit Scoring and Potential Disparate Impact

What are credit scores?  Credit scores are statistically derived measures
of creditworthiness that rank credit applicants according to their degree
of credit or default risk.7 A score is typically associated with an odds
ratio, addressing the question: How many applicants are likely to exhib-
it payment streams that become delinquent (or default) at the corre-
sponding score?  Although the models do not predict the absolute level
of risk or which borrowers within a score range are likely to perform
poorly, the literature has shown them to be effective tools for rank-
ordering the risk of applicants (See Avery, Bostic, Calem, and Canner,
1996; Freddie Mac, 1996; and Pierzchalski, 1996).  

Previous literature assessing the influence of credit scoring in the
underwriting process is sparse and focuses solely on the role of bureau
scores in that process.  For example, Avery, Bostic, Calem, and Canner
(2000) examine several statistical issues related to credit scoring using
aggregate data.  They find significant variation in bureau scores across
a number of economic, geographic, and demographic groups, suggest-
ing that the omitted variables and under-representation issues warrant
further attention.

This paper extends the Avery et al research by examining loan-level
data and underwriting decisions of a bank employing a custom scoring
model. To our knowledge, this is the first paper to evaluate the under-
writing decisions derived from customized, credit bureau and judg-
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mental approaches and to demonstrate how these outcomes vary by
income group.8 We find that the custom-scorecard decisions lead to
even larger disparities in high income versus low- to moderate-income
denial rates than those disparities created using either the credit bureau
score or the “judgmental” model approach.  These results suggest that
the issues of both omitted variable bias and the under-representation of
certain subpopulations (e.g., LMI) in model development may be even
greater for some customized models.

Data Description and Empirical Methods

This paper analyzes 1996 data on 2,266 unsecured, home improvement
loan applications drawn from a large regional lender’s activities in a
single Metropolitan Statistical Area (MSA). As such, the pool of cred-
its is relatively homogeneous and the underwriting standards relatively
stable across time.  The application-level data also include information
on the income from the application, the bureau and custom credit
scores, and the score attributes, or individual score loadings, for all
applicants.  LMI individuals are defined as those with incomes below
the U.S. Department of Housing and Urban Development’s 1996 MSA
median income for this geography, while upper-income applicants are
defined as those with incomes at or above the MSA median income.9

Descriptive Statistics

Table 1 contains the breakdown of the 2,266 applications by income
group.  There are 1,698 applications from LMI applicants, accounting
for 74.9 percent of the sample and 568 applications from upper-income
applicants, accounting for 25.1 percent of the sample.  As such, the
sample has a reasonable balance and sufficient representation for both
groups to perform hypothesis testing.  Table 2 describes the data over-
all and then bifurcated by income group.  From the mean difference test
on application income, we see that LMI applicants have significantly
lower incomes than upper-income applicants ($23,176 vs. $81,267), as
expected.  The mean difference tests for credit bureau scores and for
custom credit scores are more revealing, however, as LMI applicants
overall have significantly lower credit scores relative to upper-income
applicants for both the custom (189 vs. 218) and bureau (661 vs. 678)
score measures.10

Table 2 also provides the difference of means tests and distribu-
tional comparisons for the individual attributes, or factor loadings, of
the custom scorecard.  These attributes include: Time at current
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address, Number of bank trade lines, Finance company credit inquiries,
Overall credit inquiries, Number of times 30 to 60 days late, Applicant
income, Trade lines opened in less than 1 year, Highest revolving cred-
it limit, Number of satisfactory credits, and Age of the credit bureau
trade file in months.  The two groups, LMI and upper income, reveal
significant statistical differences across each of these attributes except
Finance company credit inquiries and Overall credit inquiries.  The
only scorecard attribute on which LMI applicants fare better is Time at
current address. This longer stay in residence may indicate a lack of
upward mobility by these applicants, providing some evidence that risk
characteristics may not be the same across income strata. 

Table 3 contains the frequencies of application outcomes shown
three different ways: Actual outcomes, Credit bureau-scored outcomes,
and Custom-scored outcomes.  Panel A reveals the breakdown of actu-
al outcomes into approvals and denials, by income group as rendered
by the lender.  Of 1,698 LMI applicants, 890 were approved represent-
ing an approval rate of 52.41 percent.  Of 568 upper income applicants,
431 were approved, resulting in an approval rate of 75.88 percent.  The
difference between these two approval rates, representing a disparity of
23.47 percentage points in favor of upper-income applicants, is statisti-
cally significant at the 99 percent level (Chi square statistic of 96.40).

Panel B of Table 3 details the approval and denial breakdown sce-
nario should the applicants have been judged solely on the merits of the
credit bureau score, using the cutoff score of 651 to create a denial rate
for the group, which is identical to the overall actual denial rate for the
sample, 41.7 percent.  In this instance, the disparity in denial rates nar-
rows from the original case of 23.47 percentage points to a disparity of
11.4 percentage points (44.52 percent LMI denials vs. 33.10 percent
upper-income denials).  The final panel of Table 3, Panel C, contains
the approval and denial breakdown scenario should the applicants have
been judged solely on the merits of the custom credit score, using the
cutoff score of 191 to recreate the overall actual denial rate of 41.7 per-
cent in the sample.  In this instance, the difference in denial rates
between LMI and upper-income applicants widens relative to the 
other two instances studied, to more than 30 percentage points, and 
represents the largest disparity among these three possible 
underwriting scenarios.

To recap, the results from Table 3 show that the actual bank deci-
sions strike a middle ground between those dictated by the strict appli-
cation of a custom credit score and the strict application of a credit
bureau score.  The most noticeable result, however, is the lower dispar-
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ity that emerges through the strict application of the credit bureau score.
This result may reflect the fact that credit bureaus do not have similar
information sets relative to the banks (e.g., income, time at address) or
alternatively, credit bureaus may be more concerned with disparate
impact issues.11

Empirical Methods

To assess the benefit of adding non-traditional credit information either
to the credit bureau score approach or to the custom credit score
approach, we use a three-step process for hypothesis testing.  First,
using the entire dataset, we create two separate logistic regression mod-
els — a judgmental model and a custom score model.  The “judgmen-
tal” underwriting model employs the factors that a typical judgmental
underwriter considers in making a credit determination, including the
bureau score, the number of major derogatories, the number of minor
derogatories, and whether a prior relationship existed with this lender.
As a result, this judgmental model compliments the generic credit
bureau score with a typical list of bank-specific factors an underwriter
may employ in gauging the likelihood of loan repayment for a particu-
lar applicant.  The resulting applicant-level probabilities of approval are
used to “score” the applications based on the prima facie probability of
denial of 41.7 percent.  We classify the outcomes from the judgmental
system in the same manner as we do for the custom score model.  The
custom score approach solely uses the attributes of the custom score
model.  We compare the denial disparity rates across these two under-
writing models for LMI versus upper-income individuals to determine
which of these approaches offers the lower disparity.

Second, since scholars and practitioners alike have shown under-
writing models to perform differently for the overall population when
compared with “marginal” credit applicants, we examine a similar set
of tests for a group of marginal applicants.  These marginal applicants
represent those that have either characteristics or scores that are closer
to the cutoff than the scores of the general applicant population.  We
define marginal applicants as applicants receiving an aggregate custom
score of between 195 and 210.  This group includes 444 applicants, or
20 percent of the overall sample.

Finally, after comparing the disparities across the two underwriting
approaches, we identify three factors (the number of finance company
inquiries, length of credit history, and applicant income) in the custom
score model that drive the denial rate disparity between LMI and upper-
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income applicants in a custom scoring approach.  We remove these
three factors to determine the effect on the probabilities of approval
across the two groups. 12

Results

Overall Sample

Table 4 contains the outcomes for the judgmental underwriting model
for the full sample.  Using the weights derived from the logistic regres-
sion, the probability of approval derived from the judgmental model for
each applicant, and the prima facie cutoff of 41.7 percent, we classify
each of the applicants as either an approval or a denial in Panel A of
Table 4.  The resulting disparity in denial rates for the two groups is
13.0 percentage points, substantially smaller than the 30.8 percentage
points disparity presented in the final panel of Table 3, where the cus-
tom score was used as the sole underwriting criteria.  

Panel B of Table 4 contains the outcomes from the logistic regres-
sion using the 10 factors from the custom score underwriting model.
Using the same classification approach, we separate the applicants into
two groups based on income, as either approvals or denials, in Panel C
of Table 4.  The resulting denial of 24.7 percentage points disparity
between these two groups is roughly double the judgmental model dis-
parity reported in Panel A. 

In sum, both approaches – judgmental and scorecard – result in sig-
nificant disparities between LMI and upper-income applicants.  On fur-
ther review, however, the results show that the smaller of the two dis-
parities is for the judgmental credit underwriting approach, affirming
the null hypothesis that judgmental systems reduce the denial disparity
between LMI and upper-income applicants over a custom credit scor-
ing system, ceteris paribus.

Marginal Applicant Focus

As previously discussed, the benefit or disbenefit of credit scoring
tends to be illustrated best when reviewing marginal applicants.
Marginal applicants are those with credit scores that are at or near the
cutoff for denial.  For our tests on the marginal sample, we show the
breakdown across income groups in Panel A of Table 5.  For the LMI
group, the actual denial percentage from the decision file is 23.7 per-
cent and for the upper income group, the denial percentage is 22.05 per-
cent.  As expected for the marginal sample, these two proportions
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across income groups are not statistically different at the weakest per-
missible statistical level of 90 percent.

Panel B of Table 5 employs the same judgmental underwriting
model constructed for the overall sample in Table 4 and applies it to the
subpopulation of marginal applicants.  Using the prima facie cutoff of
23.4 percent for the entire marginal sample, we classify each of the
applicants as either an approval or a denial in Panel B of Table 5.  Of
the 317 LMI applicants, 63 are denied using this rule, resulting in a
denial rate of 19.9 percent.  Forty-one of the 127 upper-income appli-
cants are denied using this rule, resulting in a denial rate of 32.3 per-
cent.  The stated disparity is 12.4 percent in favor of LMI applicants
and is statistically significant.

Panel C of Table 5 shows the outcomes for the 10-factor custom
score model for the marginal sample. Here the disparity remains in
favor of LMI applicants, but the size of the disparity is reduced by more
than 60 percent to 4.7 percent versus the disparity from the judgmental
system.  This result provides further support for the null hypothesis that
judgmental systems result in lower denial disparity between low-
income and upper-income applicants compared with custom systems.

In our final test, we re-estimate the custom factor model after omit-
ting the three variables argued by credit scoring detractors as likely to
result in disparate impact.  These variables include Applicant income,
the Number of finance company inquiries, and the Highest revolving
credit limit.  Detractors have argued that income and credit limits are
not robust predictors of creditworthiness and, therefore, should be
scaled in a manner that better reflects the borrower’s ability to pay, such
as the debt-to-income ratio and the current debt-to-credit limit. Finally,
given that low-income and minority borrowers are more likely to use
nontraditional financial providers (e.g., finance companies), the inclu-
sion of the Number of finance company inquiries has also been attacked
as having the potential to disparately impact these groups by creating
abnormally high rates of incidence. 

For both samples, the full and the marginal, the seven-factor model
results in significantly lower disparities than those derived from the full
10-factor custom model, confirming the hypothesis that use of these
three variables increases the likelihood of denial for LMI applicants.
For example, the full sample denial disparity in the seven-factor model
is 14.4 percentage points, compared with a disparity of 24.7 percentage
points from application of the 10-factor model (results are not shown
due to space constraints).  Similarly, the marginal group disparity is
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10.5 percentage points in favor of LMI applicants in the seven-factor
model, which is more than twice the 4.7 percent favorable disparity of
the 10-factor model.  When comparing these custom model disparities
with the outcomes of the judgmental model in both the full sample and
the marginal sample, however, the judgmental results are still more
favorable to LMI applicants.

Conclusions

As a result of the underwriting evolution toward the use of credit scor-
ing in mortgage lending, scoring is at the forefront of the policy debate
surrounding fair lending and potential disparate impact.  Using 1996
loan application data on home improvement loans from a large com-
mercial bank, we develop a framework for examining whether this sys-
tem of credit scoring leads to more significant denial disparities
between LMI applicants versus upper-income applicants when com-
pared with disparities observed from a judgmental underwriting
approach.  We hypothesize that custom credit scoring systems result in
larger disparities for LMI applicants, since these models neglect com-
pensating or nontraditional credit factors that are more common for
LMI applicants.  Our findings confirm this hypothesis.

These findings are important for the current policy debate over the
effect of credit scoring on LMI applicants.  Proponents of credit scor-
ing technology point out that scoring improves the objectivity of the
loan decision and lowers the overall cost and time required to under-
write loans.  Scoring detractors, however, are concerned that these
models lack sufficient flexibility and often omit information important
to the credit profile of LMI and minority applicants.  Our findings lend
support to the latter argument.  In sum, we show that use of a custom
credit score as the sole criteria in underwriting home improvement loan
applications results in larger denial disparities between LMI versus
upper-income applicants, ceteris paribus.

Finally, the results have important implications for bank supervi-
sion. Currently, bank supervisors, financial regulators, and researchers
focus their fair lending concern on dealing with disparate treatment.
The next generation of fair lending research, however, should begin to
tackle issues related to the potential disparate impact of credit scoring.
This need is especially high for internally-developed scoring models
that have not been subject to much external scrutiny.

Although this paper focuses on the implementation of a single cred-
it scoring model and the resulting underwriting disparities, future
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research must extend these results with loan performance data.  Such
research would determine if the inclusion of potentially discriminatory
variables resulted from business necessity, in that these variables sig-
nificantly influence the likelihood of default or default loss.  If the
potentially discriminatory variable(s) shows a strong relation to delin-
quency or default, research should assess the adequacy of alternative
credit scoring variables that have a smaller adverse impact on certain
segments of the population while maintaining or improving the predic-
tiveness of delinquency or default.
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Notes
1 See Edward M. Lewis (1994), An Introduction to Credit Scoring for a history of

credit scoring models.

2 Fair Isaac, one of the primary developers of scoring models employed by banks, esti-
mates that when a bank changes from a judgmental to a scoring system they have a
20 to 30 percent increase in the number of applicants accepted with no increase in
the loss rate. This is in addition to the reduction in processing costs and faster turn-
around time.

3 Traditional consumers include upper-income individuals with fairly extensive and
long lasting credit histories. 

4 Banks and the credit bureaus do not collect or employ nontraditional forms of cred-
itworthiness, such as information on payment history of utility bills and rent pay-
ments in their scoring models.  Thus, it is argued by detractors of credit scoring 
that these models may not gauge adequately the true risk of this segment of 
the population. 

5 In recent years, these issues have been compounded by the fact that some subprime
lenders, those that typically serve nontraditional groups, have neglected to report
positive information on payment histories to credit bureaus to keep these profitable,
but “high risk,” customers captive.  This omitted information further reduces the
strength of  scores for lower-income applicants. See “Credit Bureaus Move Against
Lenders that Withhold Information,” American Banker, December 30, 1999.

6 Lending discrimination can take one of three forms: overt discrimination, disparate
treatment, and disparate impact.  Given the nature of how scoring models are devel -
oped, the first two forms of discrimination generally are moot when fully imple-
menting a scoring model.  Thus, disparate impact is the primary concern.  However,
the best way to determine whether scoring models have a potential disparate impact
is to employ performance data. Unfortunately, we have been unable to obtain 
this information. 

7 This paper is concerned solely with the influence of scoring on the approval/denial
decision. Scoring type models are used by banks for various other functions, 
including increasing or decreasing credit lines or loan rates and in the loan 
monitoring process.  

8 Van Order and Zorn (2000) examine mortgage loan default and loss rates by income
levels and find that lower-income neighborhoods experience somewhat higher loss
and default rates.  Mills and Lubuele (1994), using a limited data set, conclude that
LMI mortgages perform better than their high-income counterparts.  Neither of these
studies, however, controls for applicant credit history.

9 The median MSAincome is not reported to protect the identity of the lender.

10 Bureau scores can range anywhere from 400 to more than 800, while the custom card
under investigation is scaled in a different manner and ranges from 50 to 276.
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11 The focus of fair lending exams at commercial banks typically analyzes disparate
treatment issues with very little focus on disparate impact. 

12 Detractors of scoring models have argued against using debt to income, rather than
income as a measure of ability to pay.  Separately, other detractors have argued that
both the use of finance company inquiries and income should not be used in models
because of their high correlation with applicant race.
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