Introduction and summary

Central banks around the globe are commonly charged with the responsibility of producing timely predictions of the current state of the economy in the course of conducting monetary policy. This task is often difficult given the substantial publication lags in comprehensive measures of economic activity, such as U.S. real gross domestic product (GDP). Accordingly, a large literature has developed methods that utilize the broad set of available high-frequency (typically monthly) economic indicators to track changes in economic activity in real time. In this article, we employ recent advances in this literature to produce a new “big data” index of U.S. economic activity that can be used to track U.S. business and inflation cycles in real time and estimate monthly real GDP growth.

Our work in this area is an extension of the nearly 20-year tradition established by the Chicago Fed National Activity Index (CFNAI). The CFNAI is a monthly measure of growth in U.S. economic activity constructed from a panel of 85 macroeconomic time series encompassing four types, or groups, of indicators: production and income; employment, unemployment, and hours; personal consumption and housing; and sales, orders, and inventories. By including such a diverse set of indicators, the index is designed to capture broad movements in aggregate U.S. economic activity around a long-term historical rate of economic growth. A zero value of the index indicates that growth in economic activity is proceeding along at this rate, while a negative value indicates below-average growth and a positive value indicates above-average growth. In what follows, we present a new estimation methodology for economic activity indexes that allows us to efficiently use a significantly broader set of macroeconomic indicators than the CFNAI and more accurately track U.S. economic activity around its long-run growth trend.
The CFNAI is estimated as the first principal component of its constituent time series. As such, it is effectively a weighted average of these series, with their individual weights representing the relative degree to which each series explains the overall variation among all the series. Principal components analysis (PCA) is a common data dimension reduction technique used to summarize the most prevalent aspects of large data sets, typically for the purpose of prediction. Hence, it is not surprising then that many of the applications of the CFNAI have focused on the forecasting of U.S. inflation and real GDP growth (Brave and Butters, 2010, 2014). Our new activity index instead uses collapsed dynamic factor analysis techniques (Bräuning and Koopman, 2014), which offer a practical compromise between PCA and more recently developed dynamic factor methods that aim to separately make use of both the static and dynamic correlations present in large panels of time series in order to improve prediction.

We view our new index as a big data application in macroeconomics (for example, Bok et al., 2017). Broadly speaking, big data techniques attempt to address the “curse of dimensionality,” or the fact that the number of parameters to be estimated increases as the number of variables included in a model increases. In general, there are two approaches to this problem: dense or sparse modeling (Giannone, Lenza, and Primiceri, 2018). The estimation methodology that we present here for our new economic activity index closely follows the spirit of dense modeling by aiming to extract as much information on the overall state of the economy as efficiently as possible while using all of the available data. This stands in contrast to a sparse modeling approach, which instead seeks to identify a subset of indicators with the most predictive power for the overall state of the economy and exclude those deemed less important. In principle, the dense approach acknowledges that all of the economic indicators might be important for measuring the overall state of the economy, despite each indicator’s influence potentially being small.

While the size of our data set is substantially smaller than typical big data applications, efficiently utilizing our large panel of macroeconomic time series does still require that novel alterations be made to standard data dimension reduction tools, such as PCA. Our new index summarizes the information in an unbalanced panel of 500 U.S. macroeconomic time series extending back to 1960—roughly six times more than the CFNAI with an additional seven years of historical coverage. These 500 time series broadly reflect the set of real economic activity indicators commonly used to forecast U.S. GDP. In addition, the new index uses mixed-frequency state-space modeling techniques that benchmark it directly to U.S. real GDP growth. This occurs as the estimation of trend GDP growth takes place within the model itself, whereby we link the new index directly to the cyclical component of a trend–cycle decomposition of GDP growth at a monthly frequency. A useful byproduct of this process is a new estimate of monthly real GDP growth.

The CFNAI was originally designed as a leading indicator for inflation (Stock and Watson, 1999). Large positive values of the index have been shown to be associated with sustained increasing inflation (Fisher, 2000). However, much of the CFNAI’s value derives instead from its ability to capture the timing of U.S. business cycles, or the periodic fluctuations in economic activity around its long-term trend (Evans, Liu, and Pham-Kanter, 2002). The CFNAI has been shown to align with U.S. expansions and recessions according to the National Bureau of Economic Research (NBER) with close to 95 percent accuracy (Berge and Jordà, 2011). This very strong performance in detecting business cycles can also be seen in related higher-frequency measures capturing U.S. business conditions constructed using similar methodologies, such as the daily Aruoba-Diebold-Scotti Business Conditions Index (ADS index) produced by the Federal Reserve Bank of Philadelphia (Aruoba, Diebold, and Scotti, 2009).

Relying on the precedents set by the CFNAI and related alternatives, we evaluate how well our new index estimation methodology performs in identifying U.S. business and inflation cycles. For instance, we show that our new activity index aligns with historical U.S. business cycles with 99 percent accuracy, outperforming both the CFNAI and the ADS index with statistical significance. In addition, we isolate a leading component
of the new index exhibiting predictive power for business cycle fluctuations that is roughly on par with that of the Conference Board Leading Economic Index for the U.S.—a closely followed composite index intended to forecast future U.S. economic activity. This component of our new index is also shown to be superior at identifying cycles in U.S. inflation in comparison with the CFNAI.

In the next section, we detail our new estimation methodology and compare it with leading alternatives. Next, we describe our expanded data set, compare estimates of our new index and the CFNAI, and describe our estimate of monthly real GDP growth. Finally, we evaluate the ability of our new index to capture the historical timing of U.S. business and inflation cycles, and then compute thresholds for the new index and one of its components that can be used in real time to signal turning points in both cycles.

**A new estimation methodology for activity indexes**

The number of data dimension reduction techniques available to researchers wishing to summarize large data sets is rapidly expanding with the growth of big data applications. Within the subset of linear estimators commonly used for data dimension reduction, principal components analysis is attractive for a number of reasons when dealing with large panels of macroeconomic time series. PCA applies an objective criterion to the estimation of an index like the CFNAI—which seeks to identify the single common component responsible for the most variation within and across the index’s constituent time series. Under a minimal set of assumptions, PCA has been shown to provide consistent estimates of such latent common factors (Bai and Ng, 2002) even in the presence of missing or incomplete data (Stock and Watson, 2002a, 2002b). The factors are then typically used to forecast macroeconomic aggregates such as GDP (Stock and Watson, 2002a, 2002b; and Giannone, Reichlin, and Small, 2008).

Another advantage of PCA is that it produces estimates of the factors that are intuitively appealing. For example, an index like the CFNAI is a weighted average of its constituent time series, where the weights reflect the importance of each individual series in explaining the total variation among all the series. Recent work in this area has sought to improve upon the precision of PCA either by building into the objective criterion restrictions suggested by economic theory (Reis and Watson, 2010) or by introducing into the objective criterion dynamic elements that offer additional cross-sectional and time-series averaging advantages (Stock and Watson, 2011). By far, the most popular of these alternative methods is dynamic factor analysis—which, given separate data-generating processes for the panel of time series and its latent common factors, seeks to maximize their joint likelihood.

Box 1 summarizes the main aspects of how these alternative estimation methods differ from PCA. One potential drawback of using several of these alternatives is their computational cost. With a fixed number of common factors in a typical dynamic factor analysis, for each additional time series the number of parameters required to be estimated by maximum likelihood increases by two (for example, an additional factor loading and idiosyncratic variance—see box 1 for further details). This is in contrast to PCA, where it increases by one (that is, only an additional factor loading must be estimated because all idiosyncratic variance terms are assumed to be equal—again, see box 1 for further details). Efficient expectation-maximization (EM) algorithms have been developed to estimate dynamic factor models using large panels of time series (Doz, Giannone, and Reichlin, 2012)—even models with unbalanced panels such as ours (Bańbura and Modugno, 2014); but given the size of our panel of time series, the computational burden of these estimation methods remains problematic.

Another drawback of the traditional dynamic factor model approach involves the potential concern associated with the presence of “weak” common factors in the panel (Chudik, Pesaran, and Tosetti, 2011). The presence of weak factors violates the necessary assumptions for the identification of the approximate factor model.
underlying both PCA and factor analysis. In other words, it might be a disadvantage to use data from a large data set of economic indicators to measure the state of the overall economy if enough of these indicators display sectoral co-movements distinct from the overall economy. The CFNAI’s data set and the new expanded data set discussed here are highly likely to fall subject to these concerns given the prevalence of both top-line and underlying sectoral and geographic time series that are included in both panels. Thus, what would be appealing for such a data set is an approach that offers the advantages of data dimension reduction without the unwanted side effect of potentially confounding idiosyncratic co-movements among groups of indicators with variation that is common to all of them.

In our view, collapsed dynamic factor analysis (Bräuning and Koopman, 2014) is precisely that approach overcoming these shortcomings of PCA and traditional dynamic factor methods. In many respects, collapsed dynamic factor analysis instead resembles another popular alternative to PCA called partial least squares, or PLS (Exterkate et al., 2013; and Groen and Kapetanios, 2016). While PCA reduces the variation among all the time series into a component that explains the most of all their variation, PLS can be thought of as reducing the variation among the series down to a common component that is the most closely related to a prespecified “target” variable. Collapsed dynamic factor analysis aims to achieve something similar to PLS, but within the more traditional dynamic factor framework.

Fortuitously, the incorporation of an appropriately prespecified target variable can also serve as an “instrument” to eliminate the unwanted side effect the presence of weak factors would have when using PCA to estimate the index. This process works in a similar fashion to the standard errors-in-variables framework used to address mismeasured data (Bräuning and Koopman, 2014). Additionally, the “collapse” of the panel of time series down to a dimension of size equal to the number of common factors greatly reduces the number of parameters to be estimated by maximum likelihood compared with traditional dynamic factor analysis. For instance, the maximum likelihood estimation for our new index is reduced to fewer than ten parameters, versus over 1,000 using traditional dynamic factor methods. These advantages do not come without a cost, however, in that they require a priori knowledge of an appropriate target variable.

Since we are interested in aggregate economic activity, we collapse our new data set using U.S. real GDP growth as our instrument. However, in order to use quarterly real GDP growth as a target variable for our monthly economic activity index, we must first specify a mixed-frequency trend–cycle decomposition of it, with the cyclical component corresponding to the new monthly index. Underlying the mixed-frequency estimation process are parameter restrictions, called “accumulators,” requiring the cyclical component of quarterly real GDP growth to be based on the appropriately aggregated monthly activity index. These restrictions act as linear constraints on the estimation of the model in order to preserve the temporal aggregation relationships between the panel of monthly time series, their common factor, and quarterly real GDP growth. Box 2 details the full process used to arrive at our new index.

By benchmarking our new activity index directly to U.S. real GDP growth, we can also present it in natural as opposed to standard deviation units, with movements in the index corresponding to percentage point deviations from trend real GDP growth. We can do this because the estimation of trend real GDP growth now occurs simultaneously with the activity index. A useful byproduct of this process is a new estimate of monthly real GDP growth (Mitchell, 2014). Beyond the statistical advantages offered by this approach, it also has a basis in structural models that incorporate sectoral linkages (Brave, Butters, and Kelley, 2019). In these terms, we view our new estimation methodology for activity indexes as being broadly in line with the history of semistructural U.S. business cycle measurement that grew out of the initial work of Sargent and Sims (1977) and Geweke (1977).
Data for the new index

We estimate our collapsed dynamic factor model for our new activity index using data on quarterly U.S. real GDP growth and a panel of 500 monthly time series of U.S. real economic activity since January 1960. To arrive at our set of monthly indicators, we started with the 85 indicators used in the CFNAI. Many of these same time series can also be found among those used in the Conference Board’s Coincident, Leading, and Lagging Economic Indexes for the U.S., as well as in other prominent U.S. business conditions indexes, such as the ADS index. To this list, we then added any additional monthly real activity time series used by the Conference Board, as well as those found in the databases of the St. Louis Fed’s FRED-MD (McCracken and Ng, 2016), the Atlanta Fed’s GDPNow (Higgins, 2014), and the New York Fed Staff Nowcast model (Bok et al., 2017). Finally, we arrived at our full set of monthly time series by filling in geographic and sectoral details wherever possible using various Haver Analytics databases.

In expanding the data set for our new index relative to that for the CFNAI, we emphasized broadening coverage of government spending, international trade, personal consumption, and residential and nonresidential investment. A common criticism of the CFNAI is that it places too much importance on the manufacturing sector. This criticism stems from the fact that time series for the manufacturing sector tend to have longer histories than those for the nonmanufacturing sector, thus making the former easier to incorporate into indexes like the CFNAI. Our new estimation methodology, however, lessens the need for us to rely solely on time series with long histories, allowing us to use an unbalanced panel of indicators (see note 3). Eliminating the need for a balanced panel of time series opens up the possibility of using a much larger set of indicators, including several from the nonmanufacturing sector of the U.S. economy. A full list of indicators with sources and transformations can be found in table A1 of the separate appendix (see note 7).

Comparing the new index and CFNAI

Figure 1 contains a plot of our new activity index and the CFNAI. The new index starts in January 1960, while the CFNAI begins in March 1967. For the purpose of comparison, both indexes are presented in standard deviation units from their historical averages. While both the new index and CFNAI display similar time-series properties, it is readily apparent that the new index is much smoother. In the past, the focus has been given to a three-month moving average of the CFNAI (the CFNAI-MA3), which smooths the volatility in the monthly data while more accurately identifying turning points in U.S. business cycles and periods of sustained increasing inflation than the monthly version. The enhanced cross-sectional averaging afforded by the larger panel of time series and the time-series averaging of our collapsed dynamic factor model instead serve this purpose for our new index.
The new index and the CFNAI are again presented in figure 2, with the colored areas representing the additive contributions from each of the four categories of indicators currently used to describe the CFNAI—namely, production and income; employment, unemployment, and hours; personal consumption and housing; and sales, orders, and inventories. Decomposing the indexes in this way provides useful information about the main drivers of the U.S. business cycle and highlights subtle differences in their behavior over the cycle (Brave, 2009). In this regard, both the new index and CFNAI are quite similar—with production and income indicators accounting for the largest share of both (34 percent and 36 percent, respectively), followed by employment, unemployment, and hours (23 percent and 32 percent) and then personal consumption and housing (18 percent and 13 percent) and sales, orders, and inventories (14 percent and 19 percent).
index is also partially determined by quarterly real GDP growth (accounting for 12 percent of the index).  

Figure 3 presents an alternative way of capturing the information in both indexes. It relies on the concept of a diffusion index, where each point in time of the new index and CFNAI is reexpressed as the sum of the weights given to all positive contributors in the index minus the sum of the weights of all negative contributors (Brave and Lichtenstein, 2012). A diffusion index of this type is one way in which to capture the “momentum” behind recent changes in the index, given that changes in the index driven by a large percentage of indicators pushing in the same direction tend to be more persistent than those driven by a small number of indicators. Because it smooths out fluctuations over time, the three-month moving average of the resulting diffusion index for the CFNAI is given focus. Our mixed-frequency dynamic factor model suggests an alternative construction, whereby we temporally aggregate the diffusion index into a “triangle average” in order to match the temporal aggregation properties of quarterly real GDP growth in the model (see box 2 for further details). The resulting diffusion index is again much smoother, and it captures business cycle turning points in a similar fashion as the CFNAI Diffusion Index.

An appealing feature of the new index versus the CFNAI is that we can also present the new index in the same units as quarterly annualized U.S. real GDP growth. In addition, we can also decompose it along the lines of the more traditional national income and product accounts (NIPA) methodology—that is, it can be broken down by contributions from consumption, investment, government spending, and net exports categories (which sum to real GDP). Figure 4 depicts this alternative way of expressing the new index by NIPA conventions. The colored areas in this figure represent the contributions of the monthly indicators to the new index separated into three categories: 1) consumption, 2) investment, and 3) other. The final category represents the sum of the contributions of government spending and net exports indicators, along with quarterly real GDP growth. When the index is broken down this way, one can readily see the contributions of consumption and investment indicators dominate the index, just as employment- and production-related indicators do in figure 2.

We can also go one step further and provide an estimate of monthly real GDP growth in similar annualized units. Such a measure results directly from our trend–cycle decomposition of quarterly real GDP growth in our collapsed dynamic factor model. For this reason, we can also estimate trend monthly real GDP growth in order to provide a direct measure of the trend growth rate around which the new index is benchmarked. Figure 5 contains both of these estimates, along with quarterly annualized real GDP growth from the U.S. Bureau of Economic Analysis. In keeping with what we have found in past work, trend monthly real GDP growth is shown to have slowly declined over time since 1960 (Brave and Butters, 2013, 2014). Based on data available in late January 2019, our estimates suggest that trend growth is currently around 2.3 percent.
Business and inflation cycles

We now take a closer look at the ability of the new activity index to capture U.S. business cycles. To do so, we rely on a nonparametric technique described in box 3 for judging the ability of an index to separate the expansionary and recessionary phases of the business cycle called receiver operating characteristic (ROC) analysis. This method assigns a score, or an area under the curve (AUC) value, to each index based

Notes: The figure decomposes the new economic activity index into separate contributions from national income and product accounts (NIPA) categories of indicators: consumption, investment, and other. Included in the final category are contributions from measures of government spending and net exports, as well as the contribution of quarterly U.S. real gross domestic product growth, to the total index. The index and its contributions are all expressed in monthly annualized (log) percent changes.

Source: Authors’ calculations based on data from Haver Analytics.
on its ability to correctly classify U.S. recessions and expansions as a percentage of the observations of an index. For an ideal business cycle indicator, there would not be any values that are consistent with both an expansion and recession. Such an indicator would receive a score of 1, reflecting 100 percent accuracy in identifying periods of expansion and recession. For a random indicator, on average, every value of the index would be just as likely to appear during a recession or expansion, and its score would be 0.5, reflecting that it is likely to be accurate 50 percent of the time in distinguishing expansions from recessions. The CFNAI has been shown to be 94.8 percent accurate in identifying expansions and recessions, and the ADS index has demonstrated a 98.6 percent accuracy; these two indexes are gold standards—they perform much better in this regard than a large number of alternative business cycle indicators (Berge and Jordà, 2011). These AUC values imply that roughly 5 percent of the CFNAI’s realizations and 1.5 percent of the ADS index’s are consistent with both a recession and expansion classification.

Figure 6 plots the new activity index versus the ADS index and CFNAI-MA3 over their respective histories, with shaded periods in each panel corresponding to NBER recessions for the United States. We use all available data through late January 2019 for all three indexes and evaluate their historical, or in-sample, fit for U.S. business cycles, as shown in figure 6. The new activity index exceeds the historical performance of both the CFNAI-MA3 and the ADS index, registering 99 percent accuracy that is statistically significantly better than both alternative indexes at the 5 percent and 15 percent levels, respectively. This implies that less than 1 percent of months in our sample since January 1960 are classified incorrectly by the new index; in other words, the intersection of the distribution of the new index’s values during months of expansion and during months of recession represents less than 1 percent of its sample history.

To see this more clearly, view panel A of figure 7, which plots the new index again in standard deviation units with NBER recession shading and “optimal” thresholds as defined in box 3. These thresholds are based on a decision-theoretic use of ROC analysis, which seeks to achieve a prespecified balance between the likelihood of type I (false positive) and type II (false negative) classification errors for the state of the U.S. business cycle. These values are noted in the figure by red dashed horizontal lines. The lower of the two thresholds (−1) denotes the level at which the new index is equally likely to produce a false positive or false negative signal for a recession whenever a reading of the index falls below or moves above it. While tracking the new index relative to this lower threshold, it is easy to see that it does quite well at avoiding both false positives and false negatives apart from a slightly early signal for the 2001 recession and delayed signal for the 1973–75 recession. The higher threshold in the figure (−0.1) corresponds with the level of the index that eliminates all false negative signals, essentially by encompassing the highest reading of the index during the 1973–75 recession.
These decision-theoretic thresholds closely resemble the “rules of thumb” that have been used to signal turning points in the business cycle with the CFNAI-MA3; panel B of figure 7 displays these values. In relation to their respective indexes, both sets of thresholds accomplish very similar purposes. In fact, as noted in Brave and Butters (2010), the −0.7 threshold value for the CFNAI-MA3 used to indicate an increasing likelihood of a recession is almost identical to the optimal threshold for this index that balances a desire to avoid false positives with a desire to avoid false negatives. Similarly, the +0.2 threshold for the CFNAI-MA3 used to indicate a significant likelihood of a recovery from a recession serves a similar purpose to the optimal ROC threshold that eliminates all false negatives for this index.
So, what accounts for the performance gains in business cycle timing of the new index over the ADS index and CFNAI-MA3? To determine this, we next use our collapsed dynamic factor model to break down monthly real GDP growth in figure 8 into its trend ($\alpha_t$) and irregular ($\eta_t$) components (panel B of figure 8), as well as its two underlying business cycle components forming the new activity index—namely, factors $\mu_t$ and $f_t$ (panel A of figure 8). The trend and irregular components have AUC values very close to 0.5, suggesting that they are equally likely to misclassify both phases of the business cycle; hence, neither component is cyclical in nature. Instead, it is the combination of only the two business cycle components that leads to a 0.99 AUC value for the new index. Interestingly, this occurs despite the fact that both factors $\mu_t$ and $f_t$ have lower AUC values on their own—specifically, 0.66 and 0.97, respectively.

To see why this is the case, view figure 9. This figure plots AUC values for the new index and its two components at both leads and lags (of up to 12 months) of the business cycle. For comparison, it also
plots the AUC values of the Conference Board’s Coincident, Leading, and Lagging Economic Indexes for the U.S. The new index is clearly a coincident indicator, given that its AUC values in panel A of figure 9 peak at zero. Furthermore, its AUC values at leads and lags of the business cycle highly resemble those of the Conference Board Coincident Economic Index for the U.S., albeit with statistically significantly higher accuracy contemporaneously (0.99 versus 0.93) and at almost all leads and lags in the panel. In contrast, the component of the new index with a lower contemporaneous AUC value ($\mu_t$) displays a noticeable lead (leftward shift) in its AUC values in panel B of figure 9, suggesting much higher accuracy at leads over the cycle. This pattern closely resembles that of the AUC values at leads over the cycle for the Conference Board Leading Economic Index for the U.S. The component of the new index with a higher contemporaneous AUC value ($f_t$), shown in panel C of figure 9, instead displays a very slight lag (rightward shift) in its AUC values, suggestive of a slight lag over the cycle, but much less so than for the AUC values for the Conference Board Lagging Economic Index for the U.S., also depicted in figure 9, panel C.\textsuperscript{15}

It is, therefore, the combined signal of a slightly lagging component and a highly leading component that produces an AUC value superior to those of both the CFNAI-MA3 and ADS index. It is clear from panel A of figure 8 that the slightly lagging component dominates the new activity index, but the highly leading component does just enough to shape its behavior ahead of business cycle turning points to make a notable difference in its contemporaneous and leading AUC values. If we further combine both of these components with the trend and irregular components in panel B of figure 8 to arrive at our full estimate of monthly real GDP growth, we obtain a much lower AUC value of 0.86. This further demonstrates the value of our trend–cycle decomposition of real GDP growth.

We can also test the ability of the new index to improve upon the performance of the CFNAI as a leading indicator for U.S. inflation. First, we must come up with a set of cycles for inflation similar to the NBER business cycles in order to apply ROC analysis. To do so, we rely on an algorithm used for the CFNAI-MA3 to identify episodes of sustained increasing inflation, as described in box 4. This algorithm produces the set of dates represented as shaded periods in figure 10. With these dates, we apply ROC analysis using values of the new index from 12 months before to assign it a score for identifying U.S. inflation cycles. The new activity index has an AUC value of 0.6 for identifying U.S. inflation cycles. We compare the performances of the index’s two components with that of the index itself, and again find some differences. This time the index’s components each outperform the index, with the leading component for the business cycle ($\mu_t$) registering an AUC value of 0.7 and the slightly lagging component for the business cycle ($f_t$) having an AUC value of 0.67. Notably, the latter’s AUC value is identical to that of the CFNAI-MA3. This result further suggests that, even though it forms a small part of our estimate of monthly real GDP growth, the leading component of the new index ($\mu_t$) has outsized value. Adding the trend component ($\alpha_t$) and irregular component ($\eta_t$) of monthly real GDP growth to the new index produces an AUC value of 0.5, suggesting that neither is particularly relevant for identifying inflation cycles (or for identifying business cycles, as shown before).

We can also replicate the threshold values used with the CFNAI-MA3 for signaling turning points in the inflation cycle shown in panel B of figure 10. These thresholds signal an increasing (+0.7) or substantial (+1.0) likelihood of a period of sustained increasing inflation over the coming year. To arrive at similar values for the leading component of the new index in panel A of figure 10, we again use the ROC techniques described in box 3. However, instead of looking to equally balance false positives and false negatives, here we assign a relative weight to each that mirrors the choice of threshold values made in Fisher (2000).\textsuperscript{16} The thresholds for the leading component of the new index ($\mu_t$) are +0.3 and +1.6. Given these thresholds, this leading component suggests rising inflationary pressures over the coming year at a much lower level of above-trend growth than the CFNAI-MA3; however, the range between increasing and substantial likelihoods of a future period of sustained increasing inflation is significantly wider.\textsuperscript{17}
FIGURE 8

Components of monthly U.S. real GDP growth

A. Business cycle components

percent, annual rate

\[ \text{AUC}(\mu) = 0.66 \]
\[ \text{AUC}(f) = 0.97 \]

B. Trend and irregular components

percent, annual rate

\[ \text{AUC}(\alpha) = 0.52 \]
\[ \text{AUC}(\eta) = 0.5 \]

Notes: Panel A plots the leading (\( \mu_t \)) and lagging (\( f_t \)) business cycle components of monthly real gross domestic product (GDP) growth that when summed together form the new economic activity index. Panel B plots the trend (\( \alpha_t \)) and irregular (\( \eta_t \)) components of monthly real GDP growth. All four components are expressed in annualized (log) percent changes. Area under the curve (AUC) values for U.S. business cycles for each component are displayed in the top right of both panels. Shaded periods correspond to U.S. recessions as defined by the National Bureau of Economic Research. Source: Authors’ calculations based on data from Haver Analytics.
FIGURE 9

AUC values at leads and lags of the U.S. business cycle

A. Coincident

B. Leading

C. Lagging

Note: The figure compares area under the curve (AUC) values for the new economic activity index ($c_t$) and its leading ($\mu_t$) and lagging ($f_t$) components with the AUC values for the Conference Board’s Coincident, Leading, and Lagging Economic Indexes for the U.S. at leads (negative values along the horizontal axis) and lags (positive values along the horizontal axis) of U.S. business cycles from January 1960 through January 2019.

Source: Authors’ calculations based on data from Haver Analytics.
Conclusion

Our new methodology for economic activity indexes relies heavily on recent advances in dynamic factor analysis that have enabled the use of very large panels of macroeconomic time series, all the while still addressing potential concerns about the consistent estimation of their common factors. The new index that we develop uses over 500 macroeconomic time series and is 99 percent accurate in aligning with historical U.S. business cycles—a statistically significant improvement over common alternatives such as the CFNAI and ADS index. In addition, the new methodology allows us to isolate a leading component of the new index that correlates strongly with the Conference Board Leading Economic Index for the U.S. This leading component also more accurately signals turning points in U.S. inflation over the next 12 months compared with the CFNAI. Finally, our new methodology produces an estimate of monthly real GDP growth and its trend. We plan to update our estimates of monthly real GDP growth and its components at the same time as we update the CFNAI and make our results publicly available online, https://www.chicagofed.org/~media/publications/economic-perspectives/2019/ep2019-1-estimates-xlsx.xlsx.
NOTES

1 Additional background information on the CFNAI is available online, https://www.chicagofed.org/cfna.

2 See the next section, which explains a new estimation methodology for activity indexes, and box 1 for details on principal components analysis.

3 In this context, the term “unbalanced” means that not every time series is of the same length; hence, some time periods will be missing values in the panel.

4 A “weak” common factor in this setting loosely refers to the presence of idiosyncratic cross-sectional correlation that cannot be expected to “cancel out” as the number of time series in the panel increases.

5 For more information on the approximate factor model, see Chamberlain and Rothschild (1983).

6 By “instrument,” we refer to the example of an instrumental variable in the linear regression context. Akin to the use of an instrumental variable in that context, our target variable should satisfy two conditions: 1) It should be informative of the common factor (a relevance condition), and 2) any of its own idiosyncratic variation should be unrelated to the “weak” factors (an exogeneity condition).

7 The estimation sample is padded with two additional quarters (latter half of 1959) of real GDP growth to aid in the identification of the model’s nonstationary trend component. The complete list of 500 indicators, their associated categories, and their respective transformations in the new activity index is shown in table A1 of the separate appendix, available online, https://www.chicagofed.org/~media/publications/economic-perspectives/2019/ep2019-1-appendix-pdf.pdf.

8 A complete list of the 85 indicators, their associated categories, and their respective weights in the current CFNAI is available online, https://www.chicagofed.org/digital_assets/publications/cfnai/background/cfnai_indicators_list.pdf.

9 The new index shown in figure 1 and subsequent figures is obtained using the two-sided Kalman smoother that allows estimates of latent variables to be informed by the full history of the observed data.

10 The categories’ and real GDP’s shares accounting for the new activity index do not total to 100 percent because of rounding.

11 The weights referenced here correspond to the factor model’s loadings capturing the sensitivity of each individual time series to movements in the common factor, or index.

12 To provide further intuition for what these scores capture, consider the following thought experiment. Construct a histogram of all the values of a monthly indicator observed during the months of expansion. Then, juxtapose another histogram for the same indicator using all the values observed during the months of recession. For an ideal business cycle indicator, the two histograms would be completely separate (that is, there would be no overlapping between them). For a random business cycle indicator, the two histograms would be identical. The mathematical approach to measuring the amount of overlap for these two histograms as it approximately relates to constructing the area under the curve is to add up the heights of the two histograms for all values of the indicator they have in common and subtract this total from 1.

13 We continue to use Kalman smoothed estimates of the new index for our in-sample evaluation framework. A real-time test of predictive ability would instead involve the use of the one-sided Kalman filtered estimates in addition to a reestimation of the model using only the available data at the time of prediction—for example, only the data updates available in late February 2001 for the initial March 5, 2001, release of the CFNAI. Such “vintage,” or unrevised, data does not exist for the new index at this time, but does for the CFNAI-MA3 and the ADS index. For a discussion of the real-time performance of the CFNAI-MA3, see Brave and Butters (2010).

14 The threshold values in panel A of figure 7 are in standard deviation units from a mean of zero for the new index. The equivalent values in monthly annualized real GDP growth units ($c'$) are shown in panels A and B of figure B3 in box 3.

15 For additional reference, see box 2 and figure B2, which plots the time series for each Conference Board index against our new activity index and the two business cycle components that form it.

16 The upper and lower thresholds in panel A of figure 10 assign a relative weight of 4 and 5 to the ratio of true positives to false positives, as described in box 3, based on the state of the inflation cycle 12 months hence. The relative weights were chosen to broadly match the threshold values for the new index with those of the CFNAI-MA3.

17 The threshold values in panel A of figure 10 are in standard deviation units from a mean of zero for the leading component of the new activity index. The equivalent values in monthly annualized real GDP growth units ($c'$) are shown in panels C and D of figure B3 in box 3.
Here, we explain the mathematics behind principal components analysis and its relationship to collapsed dynamic factor analysis. Let \( x_t \) denote the \( N \times 1 \) column vector of \( N \) data series at time \( t \). The first step is to form the \( N \times T \) stacked matrix of data vectors \( X \), where each row of this matrix contains \( T \) observations normalized to have a mean of zero and a standard deviation of one.

The eigenvector–eigenvalue decomposition of the variance–covariance matrix \( \frac{XX'}{N} \) then produces a set of time-invariant weights referenced by the \( 1 \times N \) row vector \( w \) resulting from a transformation of the eigenvector associated with the largest eigenvalue of this matrix. These weights are then used to construct a weighted average of the \( x_t \) such that the resulting index is given by \( I_t = wx_t \).

The underlying assumption about \( X \) necessary to produce this variance decomposition is that it admits an approximate factor model representation. This means that it can be additively decomposed into the product of two vectors—an \( N \times 1 \) column vector of time-invariant factor loadings \( \Gamma \) and a \( 1 \times T \) time-varying latent factor \( F \)—and a normally distributed mean zero random variable \( \epsilon \) with variance–covariance matrix \( \sigma^2 I \):

\[
X = \Gamma F + \epsilon.
\]

The estimated values of \( \hat{\Gamma} \) are obtained by maximizing \( \text{tr}[\hat{\Gamma}' XX \hat{\Gamma}] \) subject to a normalization constraint on \( \Gamma \).

This linear optimization problem is solved by setting the estimator \( \hat{\Gamma}' \) equal to \( w \). In a single factor model, the estimated index, given by \( I_t = \frac{\Gamma' X_t}{\sqrt{N}} \), corresponds to the first principal component. As such, it is the principal component common to all \( N \) data series that explains the largest amount of variation among them.

PCA is a static estimation method in that it does not separately incorporate information from both the cross section of data series and the information from across time. Dynamic factor analysis instead makes more explicit the use of the common variation in both the cross-sectional and time dimensions (Stock and Watson, 2011). To do so, it relies on signal extraction methods, such as the Kalman filter, applied to a system of equations relating the latent factor to both the cross section of data series at each point in time (a measurement, or observation, equation) and the dynamics that drive the factor’s fluctuations over time (a state equation). Mathematically, this involves specifying the following state-space representation:

\[
\begin{align*}
    x_t &= \Gamma f_t + \epsilon_t, \\
    f_t &= Af_{t-1} + \nu_t,
\end{align*}
\]

where \( f_t \) is the latent factor capturing a common source of variation in the \( N \times 1 \) column vector of indicators \( x_t \) at each point in time \( t \); \( \Gamma \) is the time-invariant \( N \times 1 \) loadings onto the factor; and \( A \) is the transition matrix describing the evolution of the latent factor from time \( t - 1 \) to \( t \).

We write the \( A \) parameter of the model assuming a first-order autoregressive process (AR(1)) for the factor, but \( A \) can be generalized to an arbitrary number of lags, \( p \). Both \( \epsilon_t \) and \( \nu_t \) are assumed to be independently normally distributed mean zero random variables. Following Doz, Giannone, and Reichlin (2012), it is also standard practice to assume that \( \text{Var}(\epsilon_t) = H \) (an \( N \times N \) diagonal matrix) and \( \text{Var}(\nu_t) = 1 \).

The signal extraction methods of the Kalman filter and smoother are then capable of estimating such a model via maximum likelihood given the coefficient matrices of the measurement and state equations, that is, \( \Gamma \) and \( A \), and the idiosyncratic error variances along the diagonal of \( H \).
The static factor model representation of PCA thus forms the measurement equation of the state-space representation of a dynamic factor model. Adding dynamics of some finite order to the factor yields its state equation. To see the relationship between the static and dynamic factor models, consider the case where the transition matrix of the state equation is the zero matrix; that is, nullify the impact of dynamics for the latent factor. Notice if we specify that the variance–covariance matrix of the measurement equation’s error term is proportional to the identity matrix, we end up with an estimate of the latent factor that is proportional to the first principal component. For this reason, PCA can be considered a special case of the dynamic factor model with a zero transition matrix and a homoskedastic idiosyncratic error structure (that is, the assumption of equal variances across idiosyncratic drivers of the underlying data series).

Collapsed dynamic factor analysis instead first applies a transformation \( A_L \) to the measurement equation of the dynamic factor model in order to collapse its size to match the typically much smaller number of factors. Bräuning and Koopman (2014) suggest the use of the transformation \( A_L = \hat{\Gamma}' \), where \( \hat{\Gamma}' \) is the PCA estimate of the factor loadings of the static factor model. Such a “collapse” of the data leads to the following transformed measurement equation:

\[
xf_{xt} = f_t + ut,
\]

where \( x_L = \frac{\hat{\Gamma}'x}{\sqrt{N}} \) is the first principal component of the data and \( u_t = \frac{\hat{\Gamma}'\varepsilon}{\sqrt{N}} \). The random scalar \( u_t \) in this context has the interpretation of a “measurement error” between the first principal component and its static factor model counterpart, where the implicit assumption maintained to derive this expression is that \( \frac{\hat{\Gamma}'\varepsilon}{\sqrt{N}} \equiv 1 \). The measurement error variance is then estimated as an additional parameter as in the classical errors-in-variables framework, where its identification is made possible by the inclusion of an additional measurement equation containing a “target” variable, \( y_t \), which loads onto the factor but is orthogonal to \( u_t \). In box 2, we lay out the particular collapsing strategy and target variable that we use for this purpose in constructing a new economic activity index for the United States.

---

1 Underlying the normalization of the data is the concept of stationarity, or in this case the first and second moment restrictions that the mean and variance of each indicator do not vary over time. Each data series first receives a transformation to make it stationary prior to its normalization.

2 The normalization constraint most commonly used for this purpose is \( \frac{\Gamma'T}{N} = 1 \). However, it is also possible to use the alternative normalization \( \frac{EF}{T} = 1 \) instead.

3 Note that the identification of the approximate factor model is achieved only up to scale, which is set by the normalization constraint on the factor loadings or factor.

4 The latter restriction acts to set the scale of the dynamic factor model just as the restriction on the scale of the factor loadings used in PCA does for the static factor model.
Estimating the new activity index

The construction of the new economic activity index is based on a trend–cycle decomposition of monthly U.S. real GDP growth. In matrix form, this decomposition is given by

\[
y_t = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} \mu_t \\ \gamma_t \end{bmatrix} + \alpha_t + \eta_t,
\]

\[
x_t = \begin{bmatrix} 1 & \Gamma \end{bmatrix} \begin{bmatrix} \mu_t \\ \gamma_t \end{bmatrix} + \varepsilon_t,
\]

where \( y_t \) is latent monthly annualized log real GDP growth and \( x_t \) is our stationary, demeaned, and standardized panel of 500 monthly time series for U.S. real economic activity as described in table A1 of the separate appendix. Both \( y_t \) and \( x_t \) are assumed to depend on two common factors, \( \mu_t \) and \( \gamma_t \). The sum of these two factors, \( c_t \equiv \mu_t + \gamma_t \), defines the new index as the cycle component of real GDP growth. The trend rate of growth around which the new index is benchmarked is given by the latent variable \( \alpha_t \). The remaining irregular components of our decomposition, \( \eta_t \) and \( \varepsilon_t \), are orthogonal identically normally distributed mean zero random variables.

To collapse the panel of 500 monthly time series, we premultiply it as shown here:

\[
\begin{bmatrix} l' \\ \hat{\Gamma} x_t \end{bmatrix} = \begin{bmatrix} l' \\ \hat{\Gamma} x_t \end{bmatrix} = \begin{bmatrix} 1 & \Gamma \end{bmatrix} \begin{bmatrix} \mu_t \\ \gamma_t \end{bmatrix} + \begin{bmatrix} l' \\ \hat{\Gamma} x_t \end{bmatrix} \varepsilon_t,
\]

where \( l \) and \( \hat{\Gamma} \) are the factor loadings obtained from restricted principal components analysis (RPCA) of \( x_t \) using the expectation-maximization algorithm described in Reis and Watson (2010). By construction, this algorithm imposes the following scale and sign normalizations on the elements of our collapse vector, \( l'1 = 1 \) and \( \hat{\Gamma}1 = 0 \). Given that the variables in \( x_t \) have all been demeaned and standardized, \( \bar{x}_t \equiv l' x_t \) can be interpreted as the cross-sectional weighted average of \( x_t \), with the weights equal to the inverse of their standard deviations. Similarly, \( \hat{f}_t \equiv \hat{\Gamma} \bar{x}_t \) is also a cross-sectional weighted average of \( x_t \), but with weights that maximize the variation explained by \( \hat{f}_t \) beyond that explained by \( \bar{x}_t \).

We set \( \hat{\Gamma}T = 1 \), following the precedent of Bräuning and Koopman (2014), and let \( l' = \gamma \) (with \( \gamma \) being a scalar parameter) to obtain the collapsed measurement equation

\[
\begin{bmatrix} \bar{x}_t \\ \hat{f}_t \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \mu_t \\ \gamma_t \end{bmatrix} + \begin{bmatrix} \bar{\varepsilon}_t \\ \hat{\varepsilon}_t \end{bmatrix},
\]

where \( \bar{x}_t \) and \( \hat{f}_t \) are the first two restricted principal components of \( x_t \). The classical measurement errors, \( \bar{\varepsilon}_t \) and \( \hat{\varepsilon}_t \), for the restricted principal components and the model’s underlying factors then correct for potential bias in the estimation of the factor loadings by RPCA arising from the presence of weak factors in our panel of time series, as described in the main text. Real GDP growth then acts as our target variable, or instrument, which corrects for this bias given that both measurement errors remain orthogonal to \( \alpha_t \) and \( \eta_t \) by construction. Furthermore, given our sign normalization \( \hat{\Gamma}1 = 0 \), it will necessarily be the case that \( \text{Cov}(\bar{\varepsilon}_t, \hat{\varepsilon}_t) = 0 \) as well.

In state-space form, our complete collapsed dynamic factor model can then be written as

\[
\begin{bmatrix} y_t \\ \bar{x}_t \\ \hat{f}_t \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} \mu_t \\ \gamma_t \\ \alpha_t \end{bmatrix} + \begin{bmatrix} \varepsilon_t \\ \bar{\varepsilon}_t \\ \hat{\varepsilon}_t \end{bmatrix},
\]
BOX 2 (continued)

\[
\begin{bmatrix}
\mu_t \\
f_t \\
a_t \\
\eta_t
\end{bmatrix} = \begin{bmatrix}
\rho & 0 & 0 & 0 \\
0 & \varphi & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\mu_{t-1} \\
f_{t-1} \\
a_{t-1} \\
\eta_{t-1}
\end{bmatrix} + \begin{bmatrix}
\nu_t \\
\xi_t \\
\nu_t \\
\eta_t
\end{bmatrix},
\]

with error covariance matrices,

\[
H = \begin{bmatrix}
0 & 0 & 0 \\
0 & \sigma^2_\xi & 0 \\
0 & 0 & \sigma^2_\zeta
\end{bmatrix},
Q = \begin{bmatrix}
\sigma^2_\nu & 0 & 0 \\
0 & \sigma^2_\xi & 0 \\
0 & 0 & \sigma^2_\zeta
\end{bmatrix}.
\]

To separately identify the common factors \(\mu_t\) and \(f_t\), we restrict their joint dynamics by specifying that each follows a stationary univariate first-order autoregression (\(|\rho|<1\) and \(|\varphi|<1\) ) and additionally requiring that \(\text{Cov}(\nu_t, \xi_t) = 0\). Trend real GDP growth is assumed to follow a random walk, where we parameterize \(\sigma^2_\zeta = \tau \times \sigma^2_\xi\), with \(\tau\) preset using the Stock and Watson (1998) median unbiased estimation method to avoid the pileup problem in the estimation of \(\sigma^2_\zeta\).

Next, we specify an additional measurement equation constraining the monthly latent states to match the quarterly real GDP data by incorporating additional state variables called “accumulators” (Harvey, 1989); these variables act to recursively impose the temporal aggregation properties of the observed data. For the annualized (log) growth rate of quarterly real GDP, \(y_{3t}\), the accumulator takes the following deterministic form of “triangle averaging,”

\[
y_{3t} = \frac{1}{3} y_t + \frac{2}{3} y_{t-1} + y_{t-2} + \frac{2}{3} y_{t-3} + \frac{1}{3} y_{t-4},
\]

where we assume that we only observe \(y_{3t}\) in the third month of each quarter.⁴

The resulting mixed-frequency dynamic factor model is estimated by maximum likelihood as described in Durbin and Koopman (2012) with a MATLAB toolbox detailed in Brave, Butters, and Kelley (2018). Figure B1 shows the Kalman smoothed estimates of the components that sum to form monthly real GDP growth. The cycle components \(\mu_t\) and \(f_t\) explain roughly 48 percent of real GDP growth’s variation; variation over time in the trend \(\alpha_t\) accounts for 5 percent of real GDP growth’s variation; and the irregular component \(\eta_t\) explains the rest.

To gain further insights about what distinguishes the cycle components \(\mu_t\) and \(f_t\) from each other, we plot in figure B2 each component individually (panels B and C) as well as their sum \(c_t\) (panel A) against the Conference Board’s Leading, Lagging, and Coincident Economic Indexes for the U.S., respectively. The shading in the figure corresponds to U.S. recessions as determined by the National Bureau of Economic Research, and the correlation coefficient for the indexes is reported in the top right of each panel. It is readily apparent from panel A that our new activity index \(c_t\) is highly correlated with the Conference Board Coincident Economic Index for the U.S., consistent with our interpretation of \(c_t\). It is also easily seen from panel B that what largely distinguishes \(\mu_t\) from \(f_t\) is that it is a leading indicator of the cycle, evidenced in its strong correlation with the Conference Board Leading Economic Index for the U.S. That said, \(f_t\) does not display the archetypical properties of a lagging indicator, evidenced by its very low correlation with the Conference Board Lagging Economic Index for the U.S. In fact, it much more closely resembles a coincident indicator. These properties lead us to refer to \(\mu_t\) as the leading component of the new index and \(f_t\) as the slightly lagging component of the new index for reasons that are further discussed in the main text.

---

⁴The resulting mixed-frequency dynamic factor model is estimated by maximum likelihood as described in Durbin and Koopman (2012) with a MATLAB toolbox detailed in Brave, Butters, and Kelley (2018). Figure B1 shows the Kalman smoothed estimates of the components that sum to form monthly real GDP growth. The cycle components \(\mu_t\) and \(f_t\) explain roughly 48 percent of real GDP growth’s variation; variation over time in the trend \(\alpha_t\) accounts for 5 percent of real GDP growth’s variation; and the irregular component \(\eta_t\) explains the rest.
The lead–lag properties of our cycle components \( \mu_t \) and \( f_t \) are themselves a reflection of subtle differences in the behavior over the cycle of the restricted principal components \( \hat{x}_t \) and \( \hat{f}_t \), and are what make it possible to separately identify two factors in our model. These differences are based on the cyclical properties of our panel of 500 macroeconomic time series, which contains clusters of leading, lagging, and coincident indicators. Our work suggests that one factor is not enough to accurately capture these distinctions in U.S. data and is in line with D’Agostino et al. (2016), who also find that accurately capturing the business cycle with dynamic factor methods requires careful treatment of the lead–lag properties of the underlying data.

Notes: The figure plots the contributions of the leading business cycle component (\( \mu_t \)), lagging business cycle component (\( f_t \)), trend component (\( \alpha_t \)), and irregular component (\( \eta_t \)) to monthly real gross domestic product (GDP) growth (\( y_t \)). Monthly real GDP growth and all four components are expressed in annualized (log) percent changes.

Source: Authors’ calculations based on data from Haver Analytics.
FIGURE B2

New activity index versus Conference Board indexes

A. \( c_t \) versus Conference Board Coincident Economic Index for the U.S.
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B. \( \mu_t \) versus Conference Board Leading Economic Index for the U.S.
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C. \( f_t \) versus Conference Board Lagging Economic Index for the U.S.
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Notes: Each panel depicts either the new economic activity index \( (c_t) \) or one of its components \( (\mu_t \text{ or } f_t) \) against a similar index for the U.S. from the Conference Board. All indexes are expressed in standard deviation units, with the Conference Board indexes first converted to log first differences. The correlation coefficient \( (\rho) \) for the indexes is displayed in the top right of each panel. Shaded periods correspond to U.S. recessions as defined by the National Bureau of Economic Research.

Source: Authors’ calculations based on data from Haver Analytics.
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For the purpose of estimation, we also demean and standardize real GDP growth as well. After the estimation, the mean is then added back into the trend component and all four components are scaled up by the standard deviation.

*To compensate for the fact that not all of our time series are the same length, we use the EM algorithm of Stock and Watson (2002a, 2002b) to extract the restricted principal components in the presence of incomplete data. In addition, because both RPCA and PCA are only identified up to a sign flip, we impose sign restrictions on the panel of time series and the restricted principal components to ensure a positive correlation with real GDP growth.

*Implicitly, this representation requires that the observed lower-frequency time series (in this case, quarterly real GDP) is well approximated by the geometric mean—as opposed to the more traditional arithmetic mean—of the underlying higher-frequency time series (for example, monthly real GDP). For this application, this representation has been shown to be a reasonable approximation and further facilitates the use of a linear state-space system (Mariano and Murasawa, 2003, 2010).
Receiver operating characteristics analysis

Receiver operating characteristics analysis requires that we categorize each observation of an index as falling within a recession or expansion. Following the dating conventions for U.S. business cycles of the National Bureau of Economic Research, we then need to construct the conditional probabilities:

\[
\begin{align*}
TP(c) &= \text{Prob}[I_t \geq c | S_t = 1], \\
FP(c) &= \text{Prob}[I_t \geq c | S_t = 0],
\end{align*}
\]

with \(S_t \in \{0, 1\}\) indicating recessions and expansions, respectively. \(TP(c)\) is typically referred to as the true positive rate and \(FP(c)\) is known as the false positive rate for an index \(I_t\) and particular observed value \(c\). The relationship between the two is described by the ROC curve. With the Cartesian convention, this curve is given by

\[
\text{ROC}(r) = \frac{\text{TP}(c)}{\text{FP}(c)},
\]

where \(\text{ROC}(r) = \text{TP}(c)\) and \(r = \text{FP}(c)\). In the rest of this box, we describe how to construct this curve.

First, we find the fraction of observations that the NBER has classified as expansions and then as recessions. These fractions are the unconditional probabilities associated with expansions and recessions. To obtain conditional probabilities, we use the following algorithm: For each value between the minimum and maximum observations of an index, we find the fraction of observations where that value and all subsequently higher values fall in months outside of recessions. We then do the same to find the fraction of observations that fall in months during recessions. These two fractions are equivalent to the true positive and false positive rates that we just defined. By plotting the true positive and false positive rates against each other for every historical value of an index, we produce a nonparametric estimate of its ROC curve.

Berge and Jordà (2011) show that by calculating the area under this curve, we arrive at an estimate of the ability of the index to delineate recessions from expansions. As the area under the curve approaches 1, the more predictive it is. For example, an AUC value of 0.99 indicates that only 1 percent of the observations of an index are consistent with both recessions and expansions in the United States since 1960. It is on this basis that one can state that such an index is 99 percent accurate in identifying business cycles. Its statistical significance is then judged relative to the area under the line from the origin extending at a 45-degree angle corresponding to a benchmark where any given observation of the index is equally likely to occur during an expansion or recession. It is also possible to compare the areas under two different ROC curves in order to distinguish the statistical significance of differences in their predictive abilities.

As an example, panel A of figure B3 displays the ROC curve for the new activity index and recessions, along with a line from the origin extending at a 45-degree angle. By construction, this line has an AUC value equal to 0.5. The more the ROC curve deviates in total above this 45-degree line, the higher an index’s AUC value will be. In addition, for an index’s AUC value to exceed 0.5, it must have a slope greater than 1 at some point on the ROC curve such that, for a given increase in the true positive rate, the associated increase in the false positive rate is smaller. The circled red dot on the curve marks the point at which it is no longer possible to increase the true positive rate without producing more false positives than are consistent with the observed relative frequency of expansions and recessions.

Baker and Kramer (2007) show that the point on the curve in panel A of figure B3 denoted by the circled red dot meets the decision-theoretic criteria for a threshold rule \((c^*)\) that equally penalizes type I (false positive) and type II (false negative) classification errors for recessions and expansions. To see this, consider the following utility function:

\[
U = U_{11}\text{ROC}(r)\pi + U_{01}(1 - \text{ROC}(r))\pi + U_{10}r(1 - \pi) + U_{00}(1 - r)(1 - \pi),
\]
where $U_{ij}$ is the utility (or disutility) associated with the prediction $i$ given that the true state of the business cycle, $S_t$, is $j$, with $\{i, j\} \in \{0, 1\}$, and where $\pi$ is the unconditional probability of a recession. Utility maximization implies the following first-order condition determining $c^*$:

$$\frac{\partial \text{ROC}}{\partial r} = \frac{U_{00} - U_{10}}{U_{11} - U_{01}} \frac{1 - \pi}{\pi}.$$

This threshold equates the slope of the ROC curve to the ratio of the unconditional probabilities of expansion and recession, $\frac{1 - \pi}{\pi}$, weighted by the ratio of utilities, $\frac{U_{10} - U_{00}}{U_{11} - U_{01}}$.

Equally weighting the net benefit of a type I versus a type II error relative to correctly predicting the true state corresponds with setting this ratio of utilities to 1. Increasing this ratio above 1 moves the red dot upward along the curve, in essence accepting additional false positives in an effort to increase the true positive rate. This can be seen in panel B of figure B3, in the circled red dot corresponding to the higher threshold used to capture the absence of any false negative signals of the new index for recessions (as described in the main text). Panels C and D of figure B3 contain threshold values for the U.S. inflation cycles described in box 4 at a lead of 12 months for the leading component of the new index, with the ratio of utilities set to 4 and 5, respectively. All of the threshold values in figure B3 are presented in annualized (log) percent changes.
FIGURE B3

ROC curves for U.S. business and inflation cycles

A. Recessions, ratio = 1
true positive rate

B. Recessions, ratio = 200
true positive rate

C. Inflation, ratio = 4
true positive rate

D. Inflation, ratio = 5
true positive rate

Notes: Each panel depicts a receiver operating characteristic (ROC) curve and its associated area under the curve (AUC) value and “optimal” threshold ($c^*$) as defined in the box 3 text. Panels A and B contain contemporaneous ROC curves for U.S. business cycles using the new economic activity index ($c_t$), and panels C and D contain 12-month leading ROC curves for U.S. inflation cycles using the leading component of the new economic activity index ($\mu_t$). The titles in each panel contain the utility ratios, as described in the box 3 text, used to arrive at a particular trade-off of false positives versus false negatives (represented by the circled red dots on each ROC curve) underlying the optimal thresholds. All optimal threshold values are expressed in annualized (log) percent changes.

Source: Authors’ calculations based on data from Haver Analytics.
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This assumes that the index is procyclical or, in other words, is positively correlated with expansions. All of the indexes we examine meet this criteria. For countercyclical indexes, improvements in predictive ability correspond to the area under the curve approaching zero instead.

The procedure for evaluating statistical significance is described in DeLong, DeLong, and Clarke-Pearson (1988).
Here we describe a method for identifying episodes of sustained increasing inflation, or what we refer to as inflation cycles in the main text. We consider two measures of core consumer prices (which exclude volatile food and energy prices): the core Price Index for Personal Consumption Expenditures (PCE) from the U.S. Bureau of Economic Analysis and the core Consumer Price Index (CPI) from the U.S. Bureau of Labor Statistics. Monthly inflation rates over a 12-month period are computed for each inflation series. There are then five steps for establishing an inflation cycle.

1. Starting in January 1960, determine when each inflation measure reaches a minimum.

2. Then, determine the subsequent dates when each inflation measure has risen by 0.75 percentage points from its minimum. While only one series rising 0.75 percentage points can trigger an inflation cycle, in order for this date to be considered the start of a cycle, the other series must be moving in an upward direction; that is, we require that there must be “co-movement.” These dates constitute the start of the inflation cycle.

3. Determine the dates when each inflation measure has reached its maximum value and then begins a “reasonably” continuous decline, which we define as each inflation measure having fallen by 0.75 percentage points from its maximum value during the cycle. These dates are then taken to be the end of the inflation cycle.

4. Only begin a cycle when both inflation measures are above 2 percent (that is, at least one inflation measure must reach at least 2.75 percent during the cycle).

5. Date the overall inflation cycle by selecting the earliest start date and latest end date.

Our five inflation cycles occur during the following periods: June 1966–October 1971, May 1973–May 1975, June 1977–June 1981, December 1987–July 1991, and October 2004–November 2008. Criteria 2 through 4 have real effects on determining these periods. For instance, they rule out a brief period during 1984 when core CPI was rising while core PCE was not; the early 2000s when core PCE barely peaked above 2 percent; and several instances in the past decade when both core inflation measures were below 2 percent.

\(^k\)We operationalize this constraint by imposing that if the three-month change in the 12-month inflation rate for either series is less than 0.125 percentage points at the candidate month, that date is rejected as a possible inflation cycle start date.
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